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Introduction

Oracle Cloud VMware Solution was made generally available on August 6th, 2020, in all oracle
regions and Oracle’s dedicated region cloud@customer service offering. The Oracle Cloud VMware
Solution is a customer-managed, VMware Cloud Verified environment consisting of vCenter Server,
ESXi hosts, VSAN, and NSX. Also included is VMware HCX to provide services such as seamless
migrations and network extension from on-premises to Oracle Cloud VMware Solution and between
Oracle VMware Solution Software-Defined Data Centers (SDDC).

Please see Figure 1 for a high-level architecture view the interconnectivity of the VMware SDDC,
Oracle Cloud VMware Solution, and Oracle Cloud Infrastructure.
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FIGURE 1: Oracle Cloud VMware Solution Architecture Diagram

Migrating workloads
using VMware HCX

This eBook will provide an overview of the Oracle Cloud VMware Solution running vSphere 7.0
Update 2 and guide through deploying a VMware Cloud SDDC on Oracle Cloud Infrastructure (OCI),
network connectivity, workload migration, and leveraging native Oracle Cloud services. Throughout
this eBook, there are additional resources, examples, and implementation details as reference.
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Key terms

Before getting started, we will level set with the following concepts and terminology mentioned
throughout this eBook and when using Oracle Cloud Infrastructure and Oracle Cloud VMware
Solution. Here is a complete list of Oracle Cloud Infrastructure key concepts and terminology. The
descriptions of the terms below are written in a way to describe how they are used in relationship to
Oracle Cloud VMware Solution.

Bare-metal host — The Oracle Cloud VMware Solution’s ESXi hosts are provisioned on bare-metal
servers. Since the hosts are bare-metal, they can consume all CPU, memory, and networking
resources available.

Compartment —-A tenancy, which can also be known as the “root compartment,” can be sub-divided
into additional compartments. Resources that are provisioned must be assigned to a compartment.
Administrators can limit access to the resources by compartments.

Console - GUI (Graphical User Interface) is accessed through a web browser. Oracle Cloud VMware
Cloud Solution is deployed through the console.

Image - An image is a copy or template that new instances are deployed from. Customized
configurations can be saved as an image for reuse. A Bastion Host’s image type is selected during
installation.

Instance — There are Oracle physical and virtual instances. A physical instance describes a physical
compute Server. Virtual machines running in the Oracle Cloud VMware Solution are virtual instances.

Key pair — Using a key pair is a classic way of establishing a secure shell (SSH) connection to a server
or device that allows SSH. A key pair includes a public and private key, making up a pair of keys. The
public key is stored on the device and the private key locally on the connecting computer. Keys pairs
are required to access Oracle Infrastructure via SSH.

Regions and availability domains — When deploying an Oracle Cloud VMware Solution instance, the
bare-metal host belong to a single availability domain. The hosts are spread across fault domains in
the availability domain. Regions are a geographical grouping of one or more availability domains.

Realms — Realms are a grouping of regions that are isolated from each other. Oracle Cloud
Infrastructure currently offers a commercial realm and two realms for government cloud regions:
FedRAMP and IL5 authorized.

Shape - A shape describes how much CPU and memory is assigned to an instance.

Tenancy — A tenancy is a logical divider in the Oracle cloud that separates users and resources from
each other. Resources allocated for Oracle Cloud VMware Solution will have to be assigned to a
tenancy.

Virtual Cloud Network (VCN) — A Virtual Cloud Network defines a network in the Oracle Cloud from
an IP and routing perspective. The Virtual Cloud network can span availability domains in a region,
but not across multiple regions.
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Getting started

Key terms User account and permissions

A user account must be obtained with the appropriate permissions to log in to the Oracle Cloud to
deploy Oracle Cloud Infrastructure. In a brand-new organization, the tenancy owner is the first
administrator assigned to the tenancy. An Oracle Cloud administrator must create and grant users the
proper permissions to access and deploy tenancy resources. The permissions to deploy Oracle Cloud

Getting started

User account and
permissions

Log in to Oracle Cloud Infrastructure is not the same as managing the VMware suite of software that makes up the Oracle
Limits, quotas, and Cloud VMware Solution. The VMware SDDC roles and responsibilities are handled the same as an
usage on-premises VMware SDDC.

SSH keys

A user’s account must be able to do the following to deploy an Oracle Cloud VMware Solution SDDC:

Deploying Oracle

Cloud infrastructure Service Required Permission

Oracle Cloud Infrastructure Identity and

Deploying VMware
Access Management

Software-Defined
Datacenter with

Manage dynamic groups and policies.

HCX Manage VCNs, subnets, internet gateways,
Oracle Cloud Infrastructure Networking NAT gateways, service gateways, route tables,

Oracle Cloud and security lists.

Infrastructure (OCI)

and Oracle Cloud TABLE 1: User account and permissions

VIIRETS .SO|U’[IOI’1 Visit adding users to learn more about account administration.

Networking

a;?acslfrgckt)jri To get started, log into the Oracle Cloud Sign-in page. Once you have logged in with the proper

Sarviaes permissions, you can deploy Oracle Cloud Infrastructure (OCI), including Oracle Cloud VMware
Solution (OCVS).

Connecti'ng to an A Cloud Account Name is required. This account

on—premlses name is not an email address or username but your

SIS tenancy name. If the Cloud Account Name is ORACLE

. , Cloud
. . unknown, it can be found by using the “Forgot your

MU WO cloud account name?” Getxll—lelp ﬁnk o

using VMware HCX ’ . Cloud Account Name @
Suppose the account has been configured to use |

Conclusion Single Sign-On. In that case, the user will be
prompted for their Identify Provider, then select m
continue, where they will then be prompted for a FogBEyBUFaltd-Saeoint Rames BERRE
username/email address and password. If Single Do you have a Traditional Cloud Account? Sign In

Sign-On is not configured, use the Oracle Cloud
Infrastructure Direct Sign-In, requiring a username/

email address and password.
Not an Oracle Cloud customer yet?

If all fails, reach out to the Oracle Cloud
administrator of the account for assistance.

FIGURE 2: Oracle Cloud Sign-in
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Limits, quotas, and usage
TO VIEW THE SERVICE LIMITS, QUOTAS,

Introduction Along with using proper permissions, appropriate AND USAGE
Limits, Quotas, and Usage settings for the 1. Log in to the Oracle Cloud Dashboard
) reside must be configured. The settings cannot be so and Usage is to be check.
Getting started . . .
restrictive that the ESXi host required for vSphere 3. Click on the burger icon at the top left of the
User account and provisioning becomes unavailable as one example. screen to display the Menu

permissions
4. Select Governance & Administration.

o There are “Service Limits and Usage” settings

controlled by Oracle and “Compartment Quotas” set by 5. Under Governance, click Quota Policies
tisrggz sl the Oracle Administrator; both must be configured + On the left-hand side menu and select
appropriately to provision resources. Please contact Limits, Quotes and Usage
SEIRLEE Oracle Support for more specific usage limits in » In the main Menu under Service select
accordance with your Oracle agreement. VMware Solution

Deploying Oracle
Cloud infrastructure In the environment shown in Figure 3, a limit on how

many SDDCs and ESXi host that can be provisioned has been set.
Deploying VMware
Software-Defined
D atace nter Wlth = ORACLECud [ ———
HCX

Limits, Quotas and Usage

=

Oracle Cloud =
Infrastructure (OCH) == e
and Oracle Cloud

VMware Solution FIGURE 3. Limits, quotas and usage

Networking

Connecting to SSH keys

Oracle Cloud

Infrastructure Oracle recommends using SSH keys for SSH access instead of passwords. When deploying a Linux
Services Bastion Host instance, the wizard will ask for a public SSH key rather than a root password. For more

information, visit How to Generate SSH Keys.
Connecting to an

on-premises
environment

Migrating workloads
using VMware HCX

Conclusion
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Deploying Oracle Cloud Infrastructure

IP address space is a prerequisite to deploying Oracle Cloud Infrastructure. Oracle refers to the
overarching IP space, which will be broken up into smaller subnets, as a Virtual Cloud Network.
Defining a Virtual Cloud Network in the Oracle Cloud is equivalent to determining an on-premises
data center’s IP space. Be mindful not to select an IP address space that will conflict with existing
networks in the on-premises or cloud environments. The various subnets provisioned in the Oracle
Cloud for the Oracle Cloud Infrastructure will draw from this IP space.

When a Virtual Cloud Network is created, a Default Security List and a Default Route Table are also
produced.

« A Security List is a virtual firewall that accepts or denies traffic. By default, the Default Security List
allows the following traffic and blocks everything else:
- Ingress — TCP Port 22 (used for SSH) and ICMP
— Egress - All traffic

« The Default Route Table is created without any rules.

There are two types of subnets: public subnets and private subnets. A public subnet is the entry
point from the Internet or outside the Oracle Cloud Infrastructure utilizing a Bastion Host (more
details will be discussed later).

Public subnets can use an internet gateway as an optional virtual router to enable both ingress
(incoming) and egress (outgoing) connectivity to the Internet. During the provisioning of the public
subnet, the default routing table will point to an internet gateway.

Using the Start VCN Wizard is the easiest way to deploy the Virtual Cloud Network and other
components to support the Oracle Cloud VMware Solution.

Creating a Virtual Cloud Network

—_—

Log in to the Oracle Cloud Dashboard
Select the correct region to deploy the Oracle Cloud VMware Solution

Click on the burger icon at the top left of the screen to display the Menu

W D

Select Network > Virtual Cloud Networks

Click Start VCN Wizard. This selection will open the Create a Virtual Cloud Network wizard
. Select VCN with Internet Connectivity

Click Start VCN Wizard

Enter a Name (e.g., McoE-OCVS-USWO1-VCN)

Select the Compartment

Enter the VCN CIDR block (e.g., 10.200.0.0/16 providing 65534 available IP addresses)
Enter the CIDR block that will be used for the public subnet (e.g., 10.200.0.0/24)

Enter the CIDR block that will be used for the private subnet (e.g., 10.200.1.0/24)

Click Next

S@ "o Qo0 oo
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Review and Create

Oracle Virtual Cloud Network (VCN) VCH with Internat Connectivity

Mame: MCoE-OCVS-USWO1-VCN
Compartment: Vidware-Horizon

Togs: VCN: VCN-2021-05-26T00;15:30

CIDR: 10.200.0.016

DNS Labet: MCoECCVSUSWOIVE

DNS Domain Name: MCoEQCVEUSWOIV. omaclaven.com

Subnets Inchudes:
* VCN
Public Subnet * Public subnet

Subret Name: Pubiic Subnet-MCoE-OCVS-USWO1T-VCN + lntemeal gatews) ry (16
CIDR: 10.200.0.0:24

Security List Name: Datault Security List for MCOE-OCVS-UISWO1-VCN
Route Tabile Name: Dafault Route Tabl for MCOE-DCVS-LISWOT-VON
DNS Labak: sub05260015590

* Service gateway (SG)

Private Subnet

Subrot Name: Private Subnot-MCoE-OCVS-LISWO1-VON

CIDR: 10.200.1.0/24

Security List Name: Security List for Private Subnat-MCoE-OCVS-USWD1-VCN
Route Table Name: Route Table for Private Subnet-MCoE-OCVS-USWD1-VON
DNS Labek: sub05260015581

Gateways

Name Gateway Type Used By
Intermat Gatevay- -MCOE-DCVS-USWOT VN Intemat Gatevay Pubikc Subnet-MCoE-OCVS-USWO1-VEN
NAT Gateway-MCoE-OCVS-USWIT-VEN NAT Gateway Private Subnet-MCoE-OCVS-USWIT-VEN

Service Gatoway-MCE-OGVS-LSWO1-VEN Service Gateway Private Subnet-MCOE-OCVS-USWIT-VEN

Security Lists
Mame: Dafault Secunty List for MCoE-OCVS-LISWO1-VCN

MName: Security List for Private Subnet-MCoE-OCVS-USWO1-VCN
Show Rules

Route Tables
Name: Default Route Table for MCoE-OCVS-USWO1-VCN
Show Butes

Namae: Route Tabde for Private Subnet-MCoE-OCVS-USWO1-VON
oy IRLB

FIGURE 4. Creating a Virtual Cloud Network

Deploying a Bastion Host

When deploying in the Oracle Cloud, there needs to be a way to access instances and environments
that do not have access to the Internet. What is needed is a Bastion Host, sometimes referred to as a
Jumpbox. A Bastion Host is used to bridge connectivity between environment(s) where an end-user
does not have direct network access. A Bastion Host has one virtual interface (vnic) deployed in a
subnet classified as a public subnet. The vnic is assigned a private IP address. Still, because the
subnet is classified as public, the same vnic can also be given a public IP address through the Oracle
GUI, creating a bridge between the Internet and the private subnets in the Oracle Cloud.

Windows or Linux Bastion Host are available. A Windows server with Remote Desktop Protocol
(RDP) works well too, but the steps below provide the deployment process of a Linux virtual machine
(preferred method), which can then be used to provide an SSH Tunnel or install Apache Guacamole.

Required - Deployment of a Windows Bastion Host requires adding the Remote Desktop Protocol to
the security list of the public subnet where the Bastion Host resides.

Deploy a Linux Bastion Host

—_—

Log in to the Oracle Cloud Dashboard
Select the correct region to deploy the Oracle Cloud VMware Solution

Click on the burger icon at the top left of the screen to display the Menu

W N

Select Compute > Instances

Click Create Instance

. Name the instance (e.g., MCoE-BST-LNX-01)

Make sure the correct Compartment is selected

Select the Availability Domain where the instance will be deployed
Select Change Image and select the image to deploy

Select Change Shape and select the shape to deploy

. Select the Virtual Cloud Network from the dropdown

S Q@ ™0 Qo0 T o

. Select the Public Subnet from the dropdown

Select Paste Public Key and paste in the Public Key
j. Click Create to complete the instance configuration

Once the instance has been provisioned, the instance configuration information will be available.
Make a note of the Username and Public IP address to connect to the Bastion Host (Figure 5).
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MCoE-BST-LNX-01

Start Stop Reboot Edit More Actions

Instance Information Oracle Cloud Agent Tags

General Information

Availability Domain: AD-1

Fault Domain: FD-3

Region: us-sanjose-1

OCID: ...wewwza Show Copy

Launched: Wed, May 26, 2021, 00:23:58 UTC
VWware-Horizon

Capacity type: On-demand

Instance Details

Virtual Cloud Network: MCoE-OCVS-LISWD1-VCN
Maintenance Reboot: -

Image: Oracle-Linux-7.9-2021.05.12-0

Launch Mode: PARAVIRTUALIZED

Instance Metadata Service: Versions 1 and 2 Egit (1)
Live Migration: Disabled ()

Maintenance Recovery Action: Restore instance

Shape Configuration

Shape: VM.Standard. E4.Flex
OCPU Count: 1

Network Bandwidth (Gbps): 1
Memory (GB): 16

Local Disk: Block Storage Only

Instance Access

You connect 1o a nunning Linux instance using a Secure Shell (SSH) connection. You'll need the private key from the SSH key

pair that was used to create the instance.
Public IP Address: -«

Username: opc

W

Primary VNIC

Private IP Address: 10.200.0.95

Metwork Security Groups: None Edit (i)

Subnet: Public Sybnet: MCoE-OCVS-USWD1-VCN
Private DNS record: Enable

Hostname: mooe-bst-inx-01

Internal FQDN: mcoe-bst-inx-01... Show Copy

Launch Options

NIC Attachment Type: PARAVIRTUALIZED
Remote Data Volume: PARAVIRTUALIZED
Firmware: UEF]_64

Boot Volume Type: PARAVIRTUALIZED
In-transit Encryption: Enabled

FIGURE 5. Deploying a Linux Bastion Host

5. Open an SSH client of choice. For illustration purposes, please use:
O ssh -i <path to privatekey.ppk> <username>@<public IP address>
Example: ssh -i “C:\Users\Simon\My Documents\tshirts-jump-01-private-key.ppk opc@150.136.x.X
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Deploying VMware Software-Defined
Datacenter with HCX

With the Oracle Cloud Infrastructure prerequisites completed, deploying a VMware Software-
Defined Data Center (SDDC) in the Oracle Cloud is next. The Oracle Cloud VMware Solution
deployment process is straightforward, but there is one prerequisite that needs to be addressed.

« SSH Keys: During the deployment of the Bastion Host, a set of keys (public and private) to access
the Bastion Host via SSH was required. The same approach is used to access the ESXi hosts in the
SDDC. Instead of providing a root password, a public key will need to be provided.

Deploy an Oracle Cloud VMware Solution instance

1. Log in to the Oracle Cloud Dashboard

2. Select the correct region to deploy the Oracle Cloud VMware Solution (This should be the same
region where the Bastion Host resides)

3. Click on the burger icon at the top left of the screen to display the Menu
4. Select Hybrid > VMware Solution
5. Click Create SDDC

a. Name the SDDC (e.g., MCoE-OCVS-USWO1)

b. Select the correct Compartment

C. Uncheck the box next to VMware HCX if it is not to be deployed as part of the Oracle Cloud
VMware Solution

d. Select the VMware software version to be deployed. The current options are vSphere v6.5 U3,
v6.7 U3, or 7.0 update 2

e. Select the Pricing Interval Commitment of Hourly, Monthly, One year or Three year

f. Select the Number of ESXi Hosts to deploy in the software-defined datacenter (Additional ESXi
Hosts can be added after the deployment)

9. Enter a Prefix for the ESXi hosts. (ESXi hosts get named beginning with the <prefix> and
incremented by -1,-2, -3,etc.)

h. Upload or Paste in the public key

i. Select the Availability Domain from the dropdown (Make sure to deploy the software-defined
datacenter on the same Availability Domain as the Bastion Host)

j. Click Next
k. Select the Virtual Cloud Network to be used from the dropdown

l. If VMware HCX is to be deployed, name the NAT Gateway (The NAT Gateway is required by
HCX for license activation, updates, and VMware enhanced support)

m. Select the correct Compartment from the dropdown

5

. Ensure Create New Subnets and VLANSs is selected (All of the Networking required to support
the SDDC will be automatically created and configured)

0. Enter a software-defined datacenter CIDR (e.g., 10.230.8.0/21, this CIDR block will be carved
up into smaller subnets, each used for different parts of the deployment)

p. Click Check Availability to make sure the CIDR entered can be used

g. Enter a software-defined datacenter Workload CIDR (€.9.192.168.1.0/24, which will be used for
workload virtual machines)

r. Click Next
Ss. Review and amend if needed
t. Click Create SDDC

vmware:s ORACLE Cloud
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Create SDDC

© Review and Create

Prevous mﬂ s

Review and Create

Basic Information

SDDC Name: MCok -OCVS-USWOL

HCX: Enabled

SDDC Compartment: Wtware- Horizon

VMware Software Version: 7.0 update 1

Pricing Inteval Commitment: Monthly Commament
Number of ESXi Hosts: 3

Profix for ESXi Hosts: MCof-OCVS-USWOT
Avalability Domain: Swwn US-SANJOSE-1-AD-1

Tags: Vitware: Vidware-2021-05-26T00.26:41

Networking

VEN: MCoE-OCVS-USWO1-VEN
NAT Gatewary: NAT Gateway-MCOE-OCVS-USWO1-VCN
SDDC Workioad CIDR: 162.168.100.024
Croate New Subnet and VLANS
SODC CIDR: 102008021
Subnet (1)
Function Subnet Name

Provisioning Subnet Subnet-MCOE-OCVS-USWO1

Function VLAN Name

vSphors VLAN-MCOE-OCVS-USWO1 vSphare
vhhoton VLAN-MCOE -OCVS-USWO1 -vMotion
VEAN VUAN-MCOE-OCVS-USWO1-vSAN
NSX VTEP VLAN-MCoE-OCVS-USWO1-NSX VTEP

NSX Edge VTEP VLAN-MCoE -OCVS-USWO1-NSX Edge VTEP

NSX Edge Upink 1 VLAN-MCoE-OCVS-USWO1-NSX Edge Uplnk 1

NSX Edge Uplnk 2 VLAN-MCOE-OCVS-USWO1-NSX Edge Uplnk 2

HCX VLAN-MCOE-OCVS-USWO1-HCX
Provisoning Net VLAN-MCOE-OCVS-USWO1 -Provisionng Net

Reglication Net VLAN-MCoE-OCVS-USWO1-Repication Net

CIDR Subnet Access

10.200.8.025 Private

VLAN Gateway CIOR

10.200.11.128/26

10.200.10.12825

10.200.11.0725

10.200.10.025

10.200.9.12825

10.200.8.12825

10.200.0.02%

10.200.11.192/26

10.200.12.12825

10.200.12.025

FIGURE 6. Deploying an Oracle Cloud VMware Solution Instance

The Oracle Cloud VMware Solution build process will now begin. During this time, the provisioning

process can be observed via the Oracle Cloud console.

Once the Oracle Cloud VMware Solution deployment is complete, it’s time to take inventory of what

was deployed.

Deployment overview

After deploying an Oracle Cloud VMware Solution instance, validating that everything is deployed

correctly and accessible should be prioritized. This section will review the software-defined

datacenter’s deployed components and make sure vCenter, HCX Manager, and NSX-T Manager are
healthy and accessible.

The following steps describe how to:

« Locate login information for the deployed Oracle Cloud VMware Solution components.

« Validate access to the vCenter Server, HCX Manager, and NSX-T Managetr.

 |dentify where Oracle Cloud VMware Solutions cloud infrastructure components are deployed.

Find Oracle Cloud VMware Solution information page

—_—

W D

Log in to the Oracle Cloud Dashboard

Select Hybrid > VMware Solution

a. Select the name of the SDDC

Select the correct region where the Oracle Cloud VMware Solution is deployed.

Click on the burger icon at the top left of the screen to display the Menu

vmware
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ES ® =) Nal W =X0le]ilo [l Scarch for resources, service

VMware Solution » Software-Defined Data Centers » Software-Defined Data Center Details

MCoE-OCVS-USWO01
Edit SODC || Move Resource | | Add Tags

UsWest(sandose)v () 2 @) B &

Configure connectivity to your on-premises network Configure connectivity to Oracle Services Network Configure connectivity to the internet through NAT gateway Configure connectivity to VCN resources

SDDC Information Tags

ACTIVE

Oracle Cloud VMware Solution

HCX: Enabled NSX Edge IP Address: ....200.8.130 Show Copy (D
VMware Software Version: 7.0 update 2 OCID: ...sxecsq Show Copy.

Availability Domain: Swvn:US-SANJOSE-1-AD-1 Created: Wed, Jun 23, 2021, 14:32:54 UTC

SDDC Workload Segment Name: workload

SDDC Workload CIDR: 192.168.150.0/24

vCenter Information

vSphere Client: hitps://vcenter-mcoe-ocvs-usw01.sddc.sjc.oci d.com [ copy @) vCenter Initial Username: administrator@vsphere.local (7)

vSphere Client IP Address: https://10.200.11.130 [1 Copy (©) vCenter Initial Password: ***** Show Copy (7)

NSX Manager Information

NSX Manager: ittpe:/nex-meoe-ocve-uswo1.sdde.sic.oci om [ Gopy & NSX Manager Initial Username: admin (7)

NSX Manager IP Address: https://10.200.11.131 (4 Copy (0) NSX Manager Initial Password: ****** Show Copy (i)

HCX Manager Information

HCX Manager: https://hcxmgr-mcoe-ocvs-usw01.sdde.sjc.oci.oraclecloud.com [ @DV@ HCX License Type: Advanced Change

HCX Manager IP Address: hitps://10.200.11.132 [ Copy (©) HCX on-premises Connector Activation Keys: 3 View (7)

HCX Manager Initial Username: admin (i)

HCX Manager Initial Password: ****** Show Copy. @

FIGURE 7. The SDDC details screen presents you with the Oracle Cloud VMware Solution information, including all
the essential URLs, IP Addresses, Usernames, and passwords needed to access and manage an environment.

View ESXi hosts

Scroll down to the ESXi Hosts section of the screen (bottom of the page) to see the ESXi Hosts that
have been deployed. This Menu is also where additional ESXi Hosts can be added to the software-

defined datacenter if required. Supplementary information about the ESXi Hosts can be found when
viewing Compute Instances.

1. Click on the burger icon at the top left of the screen to display
the Menu HELPFUL NOTES

« Virtual Machines running in

2. Scroll down on the left-hand side menu and select Compute > L
vSphere are not visible in this view.

Instances

« The Fault Domain column shows
that each ESXi host is in a different
Fault Domain within an Availability
Domain. Oracle will spread the
ESXi hosts between multiple Fault

When viewing Compute Instances, both ESXi Hosts deployed as
a part of the software-defined datacenter and any available
Bastion Host are listed in one place. Additionally, the Oracle

VMware Cloud Solution service is wholly integrated within Oracle Domains so that the instances are
Cloud, making management easier due to having a single screen not on the same physical hardware
to view everything.

within a single Availability Domain.

Uswestsandose)v ) 0 @ B © O

Compute Instances in VMware-Horizon Compartment

The Compute service helps you provision VMs and bare metal instances to meet your compute and application requirements. An instance is a compute host. Choose between virtual machines (VMs) and bare metal instances. The image that you use to launch an instance determines its operating system and other software.

Name State Public IP Shape OCPU Count Memory (GB) Availability Domain Fault Domain Created -
MCOE-OCVS-USW01-3 @ Running - BM.Densel02.52 52 768 AD-1 FD-3 Wed, Jun 23, 2021, 14:33:10 UTC H
MCOE-OCVS-USW01-2 @ Running - BM.Densel02.52 52 768 AD-1 FD-2 Wed, Jun 23, 2021, 14:33:08 UTC E
MCOE-OCVS-USW01-1 @ Running - BM.Densel02.52 52 768 AD-1 FD-1 Wed, Jun 23, 2021, 14:33:06 UTC H
MCOE-BST-LNX-01 @ Running 129.159.47.162 VM.Standard.E4.Flex 1 16 AD-1 FD-2 Wed, Jun 23, 2021, 14:26:28 UTC H
™

FIGURE 8. Instances in VMware-Horizon compartment

Availability domains

Each Oracle Cloud Region has at least one Availability Domain. An Availability Domain is a physical
data center within a geographical region. Availability Domains within the same region are connected
by a low latency, high bandwidth network. Each Availability Domain contains three Fault Domains. A
Fault Domain is a grouping of hardware and infrastructure. Fault Domains provide anti-affinity,
allowing the distribution of instances across Fault domains so that the instances are not on the same
physical hardware within a single Availability Domain.

Figure 9 illustrates an Oracle Cloud VMware Solution deployment within the US East (Ashburn)
Oracle Cloud Region. Here we are only using AD-1, and the ESXi Hosts are distributed across all
three Fault Domains.

vmware:s ORACLE Cloud
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BM Daresei B DeraeiO B CrnedQ)
S Hevis £330 Howts B Mot

F
<
=
-] FD2 FD3 FD1 FD2 FD3 FD1 FD2 FD3
3
b
AVAILABILITY DOMAIN "AD-1 AVAILABILITY DOMAIN "AD-2" AVAILABILITY DOMAIN "AD-n"

ORACLE CLOUD REGION “US-EAST (Ashburn)”

FIGURE 9. Example of Availability Domains on Oracle Cloud VMware Solution deployment

Accessing management components

When a Oracle Cloud VMware Solution instance is fully deployed, ensuring access to the vCenter
Server, NSX-T, and HCX should be a priority.

Test vCenter access

Access to the vCenter Server, which provides the management plane for the deployed ESXi host, will
be reviewed first.

1. Click on the burger icon at the top left of the screen to display

the Menu HELPFUL NOTES

Log in with the Administrator
account. After deploying the
environment, Oracle removes its
access and gives the customer
FULL ACCESS to the whole
vSphere environment. This access
is entirely private, as Oracle has
ZERO ACCESS to software-

defined datacenter after the initial
d. Paste the vSphere Client URL into a new browser tab deployment.

2. Select Hybrid > VMware Solution
a. Select the name of the software-defined datacenter

b. In the Software-Defined Datacenter Information section,
copy the vSphere Client URL

c. Open a browser window, either on the Bastion Host or on a
machine that has access to the Bastion Host via an SSL
Tunnel

e. Copy/Paste the vCenter Initial Username and vCenter Initial
password to log in to vCenter

vm vSphere Client

1) B @ 5 veenter-mcoe-ocvs-uswO0l.sddc.sjc.oci.oraclecloud.com ACTIONS v

o veenter-mcoe-ocvs-uswOl.sddc.sic.oci.oraclecloud.com Summary Monitor Configure Permissions Datacenters Hosts & Clusters VMs Datastores Networks Linked vCenter Server Systems Extensions Updates

~ [R oci-wOldc

vCenter Server v

~ [ ociol-wOl-consolidatedo1 Update Planner L

[& mcoe-ocvs-uswO1-1.5ub06231429341 mcoeocvsuswolve ora. Update Planner

[& mcoe-ocvs-uswO1-2.5ub06231429341 mcoeocvsuswilve.ora Hosts v Select your target vCenter version to generate reports to help you plan your upgrade. Not ready to upgrade? Monitor Current Interoperability

[& mcoe-oevs-uswO1-3.5ub06231429341 meoeocvsuswOlve.ora. i
images ™ g ”
[ @ Managemient Release Date T Version r Build T Type T Severity T Reboot Required Release Notes
Baselines
&Y hex-01
- VMware Tools
G nsx-edge-01
o VM Hardware
G0 nsx-edge-02
&7 nsxt-01 § &
o Your system is upto date and running the latest version of vCenter Server. Last Checked at : 06/23/2021, 4:11:23 PM
G nsxt-02

& nsxt-03

& veenter

FIGURE 10. VMware HCX, NSX-Edge Nodes, VMware-NSX-T nodes, and vCenter Server
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In the vCenter, the ESXi Hosts and virtual machines are available. The virtual machines that are
deployed include the following:

« vcenter = vCenter Appliance

« hcx-01 = HCX Management Appliance

+ NSX-T-01,02,03 = NSX-T Manager Appliances (Three are deployed for high availability)

« nsx-edge-01,02 = NSX-T Edge Appliances (Two are deployed for high availability)

View VSAN datastore

The Oracle Cloud VMware Solution host utilizes VSAN storage. The vSAN Database will show how
much storage is available for workloads.

1. Click Menu in the vSphere client and select storage from the dropdown menu

a. Click Monitor
b. Expand the vCenter> datacenter exposing the vsanDatastore
c. Click VSAN > Capacity

vm vSphere Client

veenter-mcoe-ocvs-uswOl.sddc sic.ocl.oraclecloud.com Summary Configure Permissions Files Hosts VMs

v [ oci-wOlde

W)} B @ S vsanDatastore | acmons v

All Issues cnv‘nc.r: mwon_v

Triggered Alarms
Performance v Capacity Overview

Overview

@ Used 5.9578/122.26 T8 (3.87%) Free space on disks 16.31 T8 @D

Tasks and Events v - I

Tess @ Actually written 2.08 TB (1.7%) [ Object reserved 3.87 TB (3.17%)

Events
vSAN ~ You can customize alert thresholds. RESERVATIONS AND ALERTS
Cloud Native Storage v What if analysis

Container Volumes

Effective free space (without deduplication and compression)

With the policy  vSAN Default Storage Policy et The effective free space for a new workioad would be: 56.75 T8 @

Oversubscription @

if all thin provisioned VMs and user objects are used at full capacity Capacity required: 10.07 G8 (({ELRg) the available capacity 118.39 TB)

FIGURE 11. The screenshot displays the vSAN Datastore information that is deployed as part of the SDDC
environment. The size of the VSAN Datastore may vary in the future as Oracle introduces additional physical
server shapes.

Test VMware HCX access

The Oracle Cloud VMware Solution deployment includes VMware HCX unless it was decided not to
be deployed during the deployment process. VMware HCX can be used to migrate workloads from
or to Oracle Cloud VMware Solution.

1. Click Menu in the vSphere client and select HCX from the dropdown menu (Figure 12). VMware
HCX is deployed, integrated into vCenter, and ready for Site Pairing.

vm vSphere Client Menu v O\ Administrator@VSPHERE.LOCAL v

Dashboard

Infrastructure v

N i
& Site Pairing Cloud Overview

o Interconnect

e ’ O O O O O

% Network Extension

@ Migration TOTAL VMS MIGRATED MIGRATION IN PROGRESS MIGRATION SCHEDULED NETWORK EXTENSION VMS PROTECTED
i

D) Disaster Recover 'y

syst . o
vtemy ¥ o Site Pairings o

Sa Administration

© support This site is not paired with any other site. Use New Site Pairing link to pair with other sites

®

NEW SITE PAIRING

FIGURE 12. VMware HCX access
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Test VMware NSX-T access

NSX-T is the core of the software-defined datacenter for software-defined networking. To log in,
complete the following:

1. In the Oracle Cloud Console, click on the burger icon at the top left of the screen to display the
menu

2. Select Hybrid > VMware Solution
a. Select the name of the deployed software-defined datacenter
b. In the Software-Defined Datacenter Information section, copy the NSX Manager URL

c. Open a browser window either on the Bastion Host or on a machine that has access to the
Bastion Host via an SSL Tunnel

d. Paste the NSX Manager URL into a new browser tab

e. Copy/Paste the NSX Manager Initial Username and NSX Manager password to log in to NSX-T
Manager

NETWORKING ¢ SECURITY G

&3 INVENTORY G

FIGURE 13. VMware NSX-T access

At the bottom right of the Overview page, there is a section titled System. Listed here are the NSX-T
components that are automatically deployed:

« 3 X NSX-T Manager Nodes (VMs nsxt-01,02,03)
« 2 X NSX-T Edge Transport Nodes (VMs nsx-edge-01,02)

« 3 X VMware ESXi Hosts have been enabled as Transport Nodes

For additional information on NSX-T, visit the VMware NSX-T Data Center Documentation.

vmware:s ORACLE Cloud
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Oracle Cloud Infrastructure (OCl) and
Oracle Cloud VMware Solution Networking

This chapter will review the overall networking configuration that supports deploying a VMware
software-defined datacenter, including NSX-T. The deployment of infrastructure in the Oracle Cloud
is simple. However, understanding how the logical and physical devices communicate with each
other can be challenging without a deep knowledge of the Network.

The following steps describe how to:

« Understand where to find the VLANS and subnet that are provisioned as part of an Oracle Cloud
VMware Solution

« Get a brief overview of network security

Configuration review

Address space

The address space allocated for a VMware software-defined datacenter consist of a contiguous
range of IPv4 addresses that do not overlap with other address space in the Virtual Cloud Network.
A different CIDR block would have to be specified if a second software-defined datacenter using the
same Virtual Cloud Network is deployed. If another software-defined datacenter uses the same CIDR
block, an error will occur.

Create SDDC

&) 5 .

() Basic information Networklng

© Networking

The workflow creates ESXi hosts in a VCN subnet of your choice. 10 VLANs are required to run different WMware components in the SDDC (vSphere, vSAN, vMotion, NSX, and HCX). You can choose to have the workflow create the

€) Review and Creat
P9 IR ELCRlE subnet and VLANS, o Use anes you've alfeady set Up in your VN,

Virtual Cloud Network (VCN)
Your Oracle VCN contains the subnet and VLANS required to provision the SDDC.
Choose aVCN in vmware (I) (Change Gompartment)

MCoE-OCVS-USWO1 (CIDA: 10.200.0.0/16)

Create New Subnet and VLANs Select Existing Subnet and VLANs

Uses a CIDR block of your choice to create a subnet and VLANS, along with basic security rules and route You choose a subnet and VLANs that are already configured appropriately in your VCN.
tables. v

SDDC Networks

The SDDC CIDR is used to provision the required subnet and VLANs. Enter a CIDR block contained in the VCN and click Check Availability. The CIDR must meet the workflow requirements for size and availability, and it
cannot averlap with any other subnet or VLAN GIDR in the VGN.

SDDC CIDR (D)

10.200.0.0/16

Exampla: 10.0.0.0/21
Minimum size /21
@ This CIDR biock is aready i use by Subnet-MCoE-DOVE-USWOT (10.200.8.0/25). Enter another GIDR block.

FIGURE 14. Overlap address space

ESXi host VMware Software Defined-Networking connectivity

The following steps show how to view how ESXi Hosts are connected to the Oracle Cloud
infrastructure.

1. Log in to the Oracle Cloud Dashboard

2. Select the correct region that the Oracle Cloud VMware Solution is deployed.
3. Click on the burger icon at the top left of the screen to display the Menu

4. Select Compute>Instance

a. Select one of the ESXi Hosts

b. Scroll down to Select Attached VNICs on the Resources menu (Located on the left-hand side of
the page)

Figure 15 illustrates ESXi Host connectivity to the various VLANSs deployed as part of a software-

defined datacenter configuration. All VLANS are trunked to both physical NICs available on the bare-
metal host.
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= ORACLE Cloud Search for resources, services, and documentation

A virtual network interface card (VNIC) lets an instance connect to a virtual cloud network (VCN) and determines how the instance connects with endpoints inside and outside the VCN.

Metrics

Create VNIC
Attached Block Volumes
Attached VNICs Name Subnet or VLAN () State
BoctoltinG oci-prov-vnic (Primary VNIC) Subnet - Subnet-MCoE-OCVS-USW01 @ Attached
Console Connection
vsphere-net-vnic.nicO VLAN - VLAN-MCoE-OCVS-USWO01-vSphere @ Attached
Run Command
vsphere-net-vnic.nic1 VLAN - VLAN-MCoE-OCVS-USWO01-vSphere @ Attached
Work Requests
0S Management vmotion-net-vnic.nicO VLAN - VLAN-MCoE-OCVS-USWO01-vMotion @ Attached
Custom Logs vmotion-net-vnic.nic1 VLAN - VLAN-MCoE-OCVS-USW01-vMotion @ Attached
vsan-net-vnic.nicO VLAN - VLAN-MCoE-OCVS-USW01-vSAN @ Attached
vsan-net-vnic.nici VLAN - VLAN-MCoE-OCVS-USWO01-vSAN @ Attached
nsx-vtep-vnic.nicO VLAN - VLAN-MCoE-OCVS-USWO01-NSX VTEP @ Attached
nsx-vtep-vnic.nicl VLAN - VLAN-MCoE-OCVS-USWO01-NSX VTEP @ Attached
nsx-edge-vtep-vnic.nicO VLAN - VLAN-MCoE-OCVS-USW01-NSX Edge VTEP @ Attached
nsx-edge-vtep-vnic.nic1 VLAN - YLAN-MCoE-OCVS-USW01-NSX Edge VTEP @ Attached
nsx-edge-upi-vnic.nicO VLAN - VLAN-MCoE-OCVS-USW01-NSX Edge Uplink 1 @ Attached
nsx-edge-upi-vnic.nicl VLAN - VLAN-MCoE-OCVS-USWO01-NSX Edge Uplink 1 @ Attached
nsx-edge-up2-vnic.nicO VLAN - VLAN-MCOoE-OCVS-USWO01-NSX Edge Uplink 2 @ Attached
Resources Attached VNICs
A yirtual I} rk interface card (VNIC) lets an instance connect to a virtual cloud network (VCN) and determines how the instance connects with endpoints inside and outside the VCN.

Name Subnet or VLAN (©) State FQDN (1) VLAN Tag MAC Address

hex-vni.nict VLAN - VLAN-MCOE-OCVS-USWO01-HCX @ Attached - 2156 02:00:17:00:77:31

Showing 1 item  { 20f2 L
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FIGURE 15. Virtual network interfaces and VLANSs attached to the ESXi Host

VLANS
' . o _ HELPFUL NOTES

A VLAN is an object within a Vlrtu_a_l Cloud . When manually creating a new VLAN or subnet,
Network. VLANSs are used to partition the Virtual all traffic is denied by default. Rules will need to be
Cloud Networks into Layer 2 broadcast domains. added to allow traffic.
Each VLAN has a Route-Table associated with it. Each VLAN within the Virtual Cloud Network is
The Route-Table is responsible for the traffic automatically assigned a VLAN ID. These VLAN
forwarding to a specific destination. In addition to IDs are local to the Virtual Cloud Network, so there
the Route-Table, each VLAN has a Network AlighlEl e RIS MO INSNAAN HB IS Tl
Security Gro or Security Rules (firewall rules) an SDDC in another Availability Domain or Region.

. ' Y gp _ drty < ) . Even though they might share the same VLAN ID, it’s
associated with it. These Network Security Groups essential to understand that they are not the same
function in the same way as a firewall, allowing VLAN.

and denying traffic in and out of the VLAN.

This VLAN is used for communication between the VMware

VILAN-=SbDE Akl Nex Eege Vsl software-defined datacenter and Oracle Cloud Infrastructure.

This VLAN is used for communication between the VMware

YILARN-=2DDE Naliles- e (Eege Uleline 2 software-defined datacenter and Oracle Cloud Infrastructure.

This VLAN is used for data-plane traffic between the ESXi host and

VLAN-<SDDC NAME>-NSX VTEP This VLAN is used for data-plane traffic between ESXi hosts.

This VLAN is used for vMotion (VMware migration tool)

VLAN-<SDDC NAME>-vMotion
management and workload.

VLAN-<SDDC NAME>-vSAN This VLAN is used for vSAN (VMware storage) data traffic.

This VLAN is used to manage the software-defined datacenter

VEAN-SSBIDE NAVIE=-vEfplnaie components (ESXi, vCenter, NSX-T, and NSX Edge).

VLAN-<SDDC NAME>-HCX This VLAN is used for HCX traffic.

This VLAN is used for the management of the vSphere Replication

VLAN-<SDDC NAME>-Replication Net
component.

VLAN-<SDDC NAME>-Provisioning Net This VLAN is used for Provisioning activities

TABLE 2. VLANS connected to each ESXi Host
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= ORACLE Cloud Search for resources, , services , and documen tation Uswestsmdosel () 2 @D B & O

Networking » Virtual Cloud Networks » MCOE-OCVS-USW01-VCN » VLAN Details

VLAN-MCoE-OCVS-USWO01-vSphere

Edit | | Move Resource Add Tags | [SEES
VLAN Information Tags
ey te I A S OCID: _geus7a Show Copy IEEE 802.1Q VLAN Tag: 3115
Created: Wed, Jun 23, 2021, 14:32:49 UTC VLAN Gateway CIDR: 10.200.11.128/26 ()
AAIABIE Comp: : @ -Horizon Route Table: Route Table for VLAN-MCOE-OCVS-USW01-vSphere
. Availability Domain: Swyn:US-SANJOSE-1-AD-1 INetwurk Security Groups: NSG for VLAN-MCOE-OCVS-USWO1-vSphere Edit I
Resources External Access
External access allows VLAN workloads to communicate with resources outside the VLAN such as subnets, on-premises hosts, or the internet. A private IP is assigned to the VLAN to provide a “next hop” for network routing to the VLAN. If internet access is required, a reserved public IP can also be assigned. Learn more

External Access

Deploying Oracle

C | O u d i n f r a St r u C t u r e Name Private IP Address Public IP Address Date Assigned -
hcx-manager-ip1 10.200.11.132 — Wed, Jun 23, 2021, 14:42:32 UTC
nsxt-manager-vip 10.200.11.131 =5 Wed, Jun 23, 2021, 14:42:31 UTC
. veenter-vip 10.200.11.130 — Wed, Jun 23, 2021, 14:42:31 UTC
Deploying VMware i TR T
Software-Defined ;
war N FIGURE 16. VLAN details

Datacenter with

HCX
To take a closer look at the vSphere VLAN:

Oracle Cloud 1. Click VLAN-<SDDC NAME>-vSphere in the attached VNICs section under Subnet or VLAN
Infrastructure (OCI) (Figure 16).

and Oracle Cloud

Availability Domain: Swvn:US-SANJOSE-1-AD-1

VMware .Solution Here we can see some additional information about
AGISALelL e the VLAN (Figure 17). By default, the vSphere VLAN [External Access |

External access allows VLAN workloads to communicate with resources outside the VLAN such as subnets, on-premises hosts, or ti

Configuration review has External Access configured for: ‘
ESXI Host VMWa re . Name Private IP Address
« The vCenter (vcenter-vip)
Software |
Defmeci."\.'tetwork'ng - The NSX-T Management Cluster Virtual IP
connectvi .
Y (nsxt-manager-vip)

NSX configuration

« The HCX Manager (hcx-manager-ipl)

Networking summary FIGURE 17. VLAN External Access configuration
Connecting to The external access type for all these components is Route Target Only. This setting assigns an IP
Oracle Cloud address that can be used as a route target on the VLAN so that other Oracle Cloud Infrastructure
Infrastructure VLANS can access these |IP addresses. In addition to the External Access information, the Route
Services

Table and Network Security Group (Firewall) associated with the VLAN can be found here.

Connecting to an 2. Click Route Table tor <SDDC NAME>-vSphere (Figure 18).

on-premises
environment The Route table for the vSphere VLAN specifies the
NAT Gateway as the default gateway for all traffic on IEEE 8021 VLAN Tag: 3115
M igl’ating workloads ‘ ‘ . . ‘ VLAN Gateway CIDR: 10.200.11.128/26 (7)
; this VLAN. This Settlng allows the virtual machines lRouteTabIe: Route Table for VLAN-MCOE-OCVS-USW01-vSphere
using VMware HCX Network Security Groups: NSG for VLAN-MCoE-OCVS-USW01-vSphere Edit

on this VLAN to access the Internet if permitted in

) the Security Rules.
Conclusion y

yned to the VLAN to provide a “next hop” for network routing to the VLAN. If internet access is required, a reserved public

The Route table for the vSphere VLAN specifies the
NAT Gateway as the default gateway for all traffic on

ess Date Assigned

this VLAN (Figure 19). This setting allows the virtual Wed, Jun 23, 2021, 14:42:32 UTG
machines on this VLAN to access the Internet if
permitted in the Security Rules.

FIGURE 18. VLAN Route Table

= ORACLE Cloud earch for resources, services ume! Uswest(sandose)v () X @ B & O

Networking » Virtual Cloud Networks » MCoE-OCVS-USW01-VCN » Route Table Details

Route Table for VLAN-MCoE-OCVS-USWO01-vSphere

Move Resource = Add Tags | ERCHRIGEIES

Route Table Information Tags

OCID: _gjnbGa Show Copy. Compartment: VMware-Horizon

Created: Wed, Jun 23, 2021, 14:32:05 UTC

AVAILABLE

Resources Route Rules

Route Rules (1) Add Route Rules

Destination | Target Type Target Description

| 0.0.0.0/0 NAT Gateway NAT Gateway-MCoE-OCVS-USW01-VCN Allow NAT gateway traffic

0 Selected Showing 1 tem { 1of1

FIGURE 19. VLAN Route Table configuration
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3. Return to the previous window and click NSG For
. <SDDC NAME>-vSphere (Figure 20). IEEE 80210 VLAN Tag: 3115
I ntrod u Ct| on VLAN Gateway CIDR: 10.200.11.128/26 (7)
Secu rity Rules are added to the Network Security Network Security Groups: NSG for VLAN-MCoE-OCVS-USW01-vSphere Edit I
Key terms Group (Firewall), as shown in Figure 21. Security rules
G tt' .t t d are automatica”y Configured tO a”OW Components Of assigned to the VLAN to provide a “next hop” for network routing to the VLAN. If internet access is required, a reserved
N r .
SIS SEElte the software-defined datacenter and VMware HCX to
. communicate with each other and access the Internet. Date Assigned
Deploylng OraC|e Wed, Jun 23, 2021, 14:42:32 UTC
: The screenshot only shows a few of the many rules that
Cloud infrastructure ,
are added to the Network Security Group. Also, each FIGURE 20. VLAN Network Security Groups
Deploying VMware individual rule can be clicked and explored to gain a
Software-Defined deeper understanding of what traffic flows are
Datacenter with occurring.

HCX

US West (San Jose) v () /X (

m Search for resources, services, and documentation

NSG for VLAN-MCoE-OCVS-USWO01-vSphere

Oracle Cloud
Infrastructure (OCI)
and Oracle Cloud
VMware Solution

Edit | | Move Resource || AddTags & [REUEISS

Network Security Group Information Tags

OCID: _ yig2nq Show Copy Compartment: VMware-Horizon

.
N etWO rkl n Created: Wed, Jun 23, 2021, 14:32:16 UTC
AVAILABLE
Configuration review Resouoes Security Rules
These security rules apply to all VNICs in this network security group. You can filter the list by ingress or egress. There can be other security rules that apply to a given VNIC in this group: from any other network security groups the VNIG is in, and any security lists associated with the VNIG's subnet. Learn more about security rules.
Security Rules
ESXi Host VMware
WNICs
S ft Direction () Source or Destination () Protocol (i) ~ | Detalls (i) Description ()
ortware Fiters
D efl r-] ed N etWO rkl ng DIREGTION Direction: Egress Destination Type: CIDR
= Allow: Al tra.. Show
ccRess Stateless: No Destination: 0.0.0.0/0 AllProtacols Alcwall egjfoss trathic
connectivity

Direction: Ingress Source Type: CIDR

: Allow ingress traffic for VMware inter-process communi
Allow: Al tra... Show il P
All Protocols o

Stateless: No Source: 10.200.8.0/21

NSX configuration

Source Port Range: Al
Direction: Ingress Source Type: CIDR

Networklng Summary Stateless: No Source: 10.200.8.0/21 TCcp :::?‘:;‘;";T‘Z:_’;T:” Allow SSH traffic
Conne Ctin g to ::;n;::zress ::::y::;;lz:m — :EEE;:Z::(;;;EE;QHQSA ::Iowlvaﬂic'orNSXmessagvngchanneltcNSXManag :
Oracle Cloud
Infrastructure FIGURE 21. VLAN Network Security Group Information
Services
Connecting to an Virtual port groups
on-premises o . o | |
environment Another way of viewing the ESXi Host connectivity is from a vSphere Client. So far, ESXi Host

connectivity has been explored within the Oracle Cloud interface. It might help clarify things by

Migrating workloads looking at it from the vSphere Client

using VMware HCX
9 To view the virtual networking configuration inside the vSphere client:

Conclusion 1. In the Oracle Cloud Interface, click on the burger icon at the top left of the screen to display the
Menu

Select Hybrid > VMware Solution

. Select the name of your newly deployed software-defined datacenter

Copy the vSphere Client URL

. Open a browser window either on the Bastion Host or on a machine that has access to the
Bastion Host via an SSL Tunnel

o 0 o o

e. Paste the vSphere Client URL into a new browser tab

f. Copy/Paste the vCenter Initial Username and vCenter Initial password to log in to vCenter

Once you are logged into vCenter:

1. Click Menu in the vSphere client

2. Select Networking on the dropdown menu

a. Expand the tree on in the left pane until the “DSwitch” is visible (Figure 22)

vmware:s ORACLE Cloud

GETTING STARTED WITH ORACLE CLOUD VMWARE SOLUTION




)
Introduction
Key terms

Getting started

Deploying Oracle
Cloud infrastructure

Deploying VMware
Software-Defined
Datacenter with
HCX

Oracle Cloud
Infrastructure (OCI)
and Oracle Cloud
VMware Solution
Networking

Configuration review

ESXi Host VMware
Software
Defined-Networking
connectivity

NSX configuration

Networking summary

Connecting to
Oracle Cloud

Infrastructure
Services

Connecting to an
on-premises
environment

Migrating workloads
using VMware HCX

Conclusion

Administrator@VSPHERE.LOCAL v

[h B @& 7 vcenter-mcoe-ocvs-uswOl.sddc.sjc.oci.oraclecloud.com ACTIONS v

4 [ vcenter-mcoe-ocvs-uswO1.sddc.sjc.oci.oraclecloud.com Summary Monitor Configure Permissions Datacenters Hosts & Clusters VMs Datastores Networks Linked vCenter Server Systems Extensions Updates
v [ oci-wO1ldc ——

All Issues
@ VM Network Issues and Alarms v

v (=) DSwitch All Issues
(2) DSwitch-DVUplinks-38 Triggered Alarms Issue vy  Type y  Trigger Time vy  Status
(2 edge-ns Tasks and Events s Skyline Health has detected issues in your vS...  Triggered Alarm 06/23/2021,12:39 PM /N Warning
(2) edge-transport Task oci01-wO1-consolidated01: vSAN online health .. Triggered Alarm 06/23/2021, 11:35 AM AN Warning
asks

(2) Management Network

Events
() vdsO1-hex

Sessions

é vdsO1-provisioning
0: : Security
() vdsO1-replication
(2) vdsO1-vMotion vCenter Server v
(2) vds01-vSAN Interoperability
o R
(2) vdsOT-vSphere Cloud Native Storage v
(&) workload

Container Volumes

Skyline Health

FIGURE 22. Distributed Virtual Switch (vDS) port-groups

Visible in the Figure 22 is the virtual distributed switch (vDS) port-groups. You should notice that
these port groups names are similar to our software-defined datacenter VLANS reviewed earlier.

edge-ns NSX Edge Uplink T VLAN

edge-transport NSX Transport

Management network ESXi Management VLAN(ESXi Host vmkO lives here)

vdsO1-HCX HCX VLAN

vdsO1-provisioning (ESXi Host vmk4 lives here)

vdsO1-replication (ESXi Host vmk3 lives here)

vdsO1-vMotion vMotion VLAN (ESXi Host vmkT1 lives here)

vdsO1-vSAN VSAN VLAN (ESXi Host vmk2 lives here)

vdsO1-vSphere ESXi management (ESXi vmkO lives here)

workload The NSX-T segment for our virtual machines that we specified during the

configuration of the software-defined datacenter

TABLE 3. Virtual Distributed Switch (vDS) port groups

ESXi Host connectivity

1. Click Menu in the vSphere client and select Hosts and Clusters on the dropdown menu
2. Select a hostname <hostprefix>-1

a. Select the Configure tab

b. Select Physical adapters

vm  vSphere Client Menu v Q, (& (® v | Administrator@VSPHERELOCAL v @)

[h B @ % mcoe-ocvs-uswO1-1.sub06231429341.mcoeocvsuswOlvc.oracleven.com ACTIONS v
v veenter-mcoe-ocvs-uswOl.sddc.sjc.oci.oraclecloud.com Summary Monitor Permissions VMs Datastores Networks Updates
v [ oci-wOldc s X
v [[& ociol-wOl-consolidatedO1 Storage ¥ Physical adapters
[® mcoe-ocvs-usw01-1.5ub06231429341.mcoeocvsuswOlve.ora... Storage Adapters & Add Networking... £ Refresh |
[® mcoe-ocvs-usw01-2.sub06231429341.mcoeocvsuswOlvc.ora... Storage Devices v Actual Speed y  Configured Speed vy = Switch Y  MAC Address v Observed IPRanges y WakeonLANSup.. y  SR-IOV Status
[@ mcoe-ocvs-usw01-3.5ub06231429341.mcoeocvsuswOlve.ora.. Host Cache Configuration 25 Gbit/s Auto negotiate (=) DSwitch bc:97:e1:d2:cf:20 No networks No Enabled
~ (© Management Protocol Endpoints 25 Gbit/s Auto negotiate (=) DSwitch bc:97:et:d2:cf:28 No networks No Enabled
& hex-01 1/O Filters
5 nsx-edge-0t Networking v
EX nsx-edge-02
& next-01 Virtual switches
% nsxt-02 VMkernel adapters
&% veenter TCP/IP configuration
> (@ Workload Virtual Machines v
VM Startup/Shutdown
Agent VM Settings No items selected

FIGURE 23. Physical adapters

The current hardware configuration of the physical ESXi hosts (BM.DenselO2.52) used for the Oracle
Cloud VMware Solution software-defined datacenter has 2 x 25Gbit/s physical network cards.

vmnicO Assigned to the Distributed Virtual Switch (DSwitch)
vmnicl Assigned to the Distributed Virtual Switch (DSwitch)

TABLE 4. Physical adapters configuration

vmware:s ORACLE Cloud

GETTING STARTED WITH ORACLE CLOUD VMWARE SOLUTION



<)
Introduction
Key terms

Getting started

Deploying Oracle
Cloud infrastructure

Deploying VMware
Software-Defined
Datacenter with
HCX

Oracle Cloud
Infrastructure (OCI)
and Oracle Cloud
VMware Solution
Networking

Configuration review

ESXi Host VMware
Software
Defined-Networking
connectivity

NSX configuration

Networking summary

Connecting to
Oracle Cloud

Infrastructure
Services

Connecting to an
on-premises
environment

Migrating workloads
using VMware HCX

Conclusion

View VMkernel adapters

1. Select VMkernel adapters

v vSphere Client enu v X & (?) v Administrator@VSPHERE.LOCAL v
[ B @ @ mcoe-ocvs-uswO01-1.sub06231429341.mcoeocvsuswOlvc.oracleven.com ACTIONS v
v vcenter-mcoe-ocvs-usw0l.sddc.sjc.oci.oraclecloud.com Summary Monitor Configure Permissions VMs Datastores Networks Updates
v [} oci-wO1dc
+ [ ociol-wO1-consolidated01 Storage Y VMkernel adapters
[® mcoe-ocvs-usw01-1.5ub06231429341.mcoeocvsuswOlve.ora.. Storage Adapters
ADD NETWORKING...  REFRESH
[® mcoe-ocvs-uswO1-2.5ub06231429341.MCOLOCYSUSWOTVC.OFA... Storage Devices
@ mcoe-ocvs-uswO1-3.5ub06231429341.mcoeOCYSUSWOTVC.O .. Host Cache Configuration Device v Network Label v Switch v IP Address v TCP/IP Stack v Enabled Services v
v (© Management Protocol Endpoints » || vmko Management Network DSwitch 10.200.8.97 Default Management
& hex-01 I/O Filters
» | vmki vdsOl-vMotion Dswitch 10.200.10.130 Default vMotion
¥ nsx-edge-01 .
Networking M .
@-5 nsx-edge-02 : » vmk2 vdsO1-vSAN DSwitch 10.200.11.2 Default VSAN

Virtual switches

& nsxt-01 : » || vmk3 vdsOl-replication DSwitch 10.200.12.2 Default vSphere Replication
o VMkernel adapters I
GA nsxt-02 B

Physical adapters » vmk4 vdsO1-provisioning DSwitch 10.200.12.130 Default Provisioning

&N nsxt-03
i i : k10 = DSwitch 10.200.10.4 W (
&5 veenter TCP/IP configuration 3 » vml witcl nsx-overlay
> @ Workload Virtual Machines v » | vmkil S Dswitch 10.200.10.5 nsx-overlay
VM Startup/Shutdown : » | vmk50 - DSwitch 169.254.1.1 nsx-hyperbus

Agent VM Settings

FIGURE 24. VMkernel adapters

There are five VMkernel adapters configured by default when deploying a VMware software-defined
datacenter with HCX.

vmkO Added to the Management Network vDS and configured to be used for ESXi management traffic
vmk1 Added to the vdsO1-vMotion vDS and configured to be used for ESXi vMotion traffic

vmk?2 Added to the vdsO1-vSAN vDS and configured to be used for ESXi vVSAN traffic

vmk3 Added to the vdsO1-replication and configured to be used for HCX

vmk4 Added to the vdsO1-provisioning and configured to be used VM provisioning

TABLE 5. VMkernel adapters

View virtual switches

2. Select Virtual switches

3. Click the down arrow next to Distributed Switch: DSwitch to display all Virtual Switches. There are
two virtual switches configured on the ESXi Host identified earlier.

a. Distributed Switch: DSwitch

b. Standard Switch: vSwitchO (unused)

vim vSphere Client Menu v Q & ® Administrator@VSPHERELOCAL v
[n B @ ® mcoe-ocvs-uswO1-1.sub06231429341.mcoeocvsuswOlvc.oracleven.com | acrions v
v [} veenter-mcoe-ocvs-uswOl.sddc.sjc.oci.oraclecloud.com Summary Monitor Configure Permissions VMs Datastores Networks Updates

v [ oci-wOldc

) i i ADD NETWORKING... | REFRESH
v [ oci01-wOl-consolidatedO1 Storage 2 Virtual switches

[ mcoe-ocvs-usw01-1.sub06231429341.mcoeocvsuswOlvc.ora... Storage Adapters > NSX Switch: DSwitch

E‘} mcoe-ocvs-usw01-2.5sub06231429341.mcoeocvsuswOlvc.ora... Storage Devices

> Standard Switch: vSwitchO
[® mcoe-ocvs-usw01-3.5ub06231429341.mcoeocvsuswOlvC.ora... Host Cache Configuration
v (D Management Protocol Endpoints
& hex-01 I/O Filters

ch

nsx-edge-01 :
b 9 Networking v
&% nsx-edge-02

= Virtual switches
(7 nsxt-01

- VMkernel adapters
& nsxt-02 B

@ nsxt-03 Physical adapters

&X vcenter TCP/IP configuration

> (@ Workload Virtual Machines v

FIGURE 25. Virtual switches

3. Click the chevron icon (>) next to Distributed Switch: DSwitch to expand the switch. The port-
groups are configured within the vDS and the uplinks used for the vDS. In this case, dual uplink
ports are configured for redundancy (Figure 26).

& mcoe-ocvs-usw01-1.sub06231429341.mcoeocvsuswOlvc.oracleven.com ACTIONS v/

Summary Monitor Configure Permissions VMs Datastores Networks Updates

Storage v || Virtual switches ADDINE
Storage Adapters
Storage Devices —
Host Cache Configuration ) Management Network v DSwitch-DVUplinks-38

s =1 Uplink-vmni
Protocol Endpoints VLAN ID: |- @ > B3 Uplink-vmnicO (1 NIC Adapters)
> VMkernel Ports (1) [ ] > I3 Uplink-vmnic1 (1 NIC Adapters)

VO Fliters Virtual Machines (0)

Networking v
Virtual switches (2) vdsO1-provisioning
VMkernel adapters VLAN ID: 2002

> VMkernel Ports (1)
Virtual Machines (0)

Physical adapters

TCP/IP configuration

Virtual Machines v & L
() vdsOl-replication
VM Startup/Shutdown VLAN ID: 1125
Agent VM Settings > VMkernel Ports (1)
Default VM Compatibility Virtual Machines (0)

Swap File Location L

systern o &) vdsO1-vMotion

VLAN ID: 2905
Licensing > VMkernel Ports (1)
Host Profile Virtual Machines (0)

FIGURE 26. Distributed switch details
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NSX configuration

NSX-T is automatically deployed and configured as a part of the Oracle Cloud VMware Solution.
However, ongoing management and configuration of NSX-T will be required if additional workload
segments in the future are required.

View NSX configuration

1. In the Oracle Cloud Interface, click on the burger icon at the top left of the screen to display the
Menu

Select Hybrid > VMware Solution

Select the name for the software-defined datacenter

In the Software-Defined Datacenter Information section, Copy the NSX Manager URL
Paste the vSphere Client URL into a new browser tab

© o0 0 T o

Copy/Paste the NSX Manager Initial Username and NSX Manager Initial password to log in to
NSX Manager

NSX-T segments

6. Click on Segments

Security Inventory Plan & Troubleshoot System

~ | Segments

Network Overview Segments Segment Profiles Edge Bridge Profiles Metadata Proxies

Network Topology

Tier-1 Gateways

. . Overlay-TZ | Overlay
egments

Network Services

FIGURE 27. NSX-T segments

There are two segments created by default. When creating additional segments, use the workload
segment as a template.

NSX-Edge-VCN-Segment This segment is used for connectivity between the two Edge nodes

This segment is used for the workload network (192.168.150.1/24) that was specified during
workload the deployment of the software-defined datacenter (If you did not choose to deploy a
workload network, you might not have this segment)

TABLE 6. Default NSX-T segments

NSX-T logical routers

There are two logical routers, Tier-O and Tier-1.

{ VLAN-<SDDC>-NSX Edge Uplink 1 10.200.8.132/25

Connected to the NSX Edge VTEP VLAN, it §

allows Geneve-encapsulated traffic to flow i Sk i TN e i O
Tier-0O between the Edge nodes and ESXi Host. The ‘ T

NSX Edge Uplink VLANSs allow traffic in and

out of the environment

=
o
o

Connected to the workload segment where
the virtual machines will live. As you add 100542080031
additional segments, these will be connected
to the Tier-1

Tier-1

100.64.0.0/16
nsx-edge-01

100.64,208.1/31

TABLE 7. NSX-T logical routers

Tier-1

nsx-edge-02

VM VM VM

VM1 VM2 VM2

FIGURE 28. NSX-T logical routers
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NSX-T Transport Zones

There are three Transport Zones configured by default.

An Overlay Transport Zone Includes a” ESXI :'.":L.;‘;;‘.i..z:z...--.---.-----------------.““.““.“.““.“...------------—---.---'.-“.“.““.“':
HOStS and bOth NSX‘T EdgeS and |S Used by b e T e L s
Overlay-TZ the workload segments. This Transport Zone 0 ;
ShOU'd be Used Wheﬂ deploylng additional ... . ...... ;

segments.

A VLAN Transport Zone which includes all
ESXi Hosts and both NSX-T Edges and is
used by the edge-ns and edge-transport

VLAN-TZ

logical switches

VLAN-TZ-2

TABLE 8. NSX-T Transport Zones

Networking summary

A VLAN Transport Zone which only includes T inlly i E\,:\ E\,:\

both NSX-T Edges and is used for Edge-to-
Edge Geneve encapsulated traffic over the
NSX-Edge-VCN-Segment segment

FIGURE 29. NSX-T Transport Zones

Figure 30 illustrates how all the components that make up the Oracle Cloud VMware Solution
software-defined datacenter environment are connected.

‘VLAN-<YOUR SDDC NAME>-NSX Edge VTEP

vDS: DSwitch

EVLAN-<YOUR SDDC NAME>-vMation

{VLAN-<YOUR SDDC NAME>-HCX

:VLAN-<YOUR SDDC NAME>-Provisioning Net

Provision Subnet <YOUR SDDC NAME>

;IVLAN-<YOUR SDDC NAME>-NSX Edge Uplink 2

R P s
0 oot o Iy
e e e N e e S Ao o e
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FIGURE 30. Networking summary
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Connecting to Oracle Cloud Infrastructure
Services

This chapter will discuss deploying a Windows Server into an Oracle Cloud VMware Solution
software-defined datacenter and connecting it to an Oracle Cloud Infrastructure Network File System
(NFS) used to store files and folders for users. This example will show how easy it is to connect
Oracle VMware Cloud Solution workloads to Oracle Cloud Infrastructure services. Figure 31 diagrams

this configuration at a high level.

File Sefver VM

7216 L
| e | I I
|

172.16.1.0 I 1 I

| - L !

Toute table Sercuity list _N S5G
private subnet private subnet for fila systam

......... B B P R P P R P S S T T S
—— <5DDC>-Private Subnet 10.200.8.128/25 .
.................................................................................................

.............................................................................................

nsx-edge-viP-IP

e 10.200.8.130

172.16.2.0 I I

route table 1 1
adge uplink

NSG
MNEX Edge uplink

)

100.64.208.0/31

100,64.0,0/16
nsx-edge-01

100.64.208.1/31

nsx-edge-02

Tier-1
workload-pg _)I(_
192.168.100.0/24

VM

Windows
VM
192.168.100.2/24

FIGURE 31. Connecting to a file system

Deploying a virtual machine in an Oracle Cloud VMware
Solution SDDC

The process of creating virtual machines within the Oracle Cloud VMware Solution is the same as it is
in an on-premises environment. Once a virtual machine is created in vCenter, a Windows ISO can be
uploaded onto the VSAN datastore and the virtual machine booted from the ISO to install Windows
Server. Next, the Windows Server virtual machine is connected to the Network. The workload
network is an NSX overlay network that was created during the deployment of the software-defined
datacenter.

Add a route to a route table

During the Virtual Cloud Network provisioning process, a private subnet was provisioned. That
private subnet in this example will also be used for the File System.

The Windows Server is on a network that is not part of the Virtual Cloud Network. In that case, a
route needs to be created so that traffic that needs to go from the private subnet to the Windows
Server knows that to get to the Server. It needs to send the traffic to the NSX Edge uplink virtual IP

vmware:s ORACLE Cloud

GETTING STARTED WITH ORACLE CLOUD VMWARE SOLUTION



)
Introduction
Key terms

Getting started

Deploying Oracle
Cloud infrastructure

Deploying VMware
Software-Defined
Datacenter with
HCX

Oracle Cloud
Infrastructure (OCI)
and Oracle Cloud
VMware Solution
Networking

Connecting to
Oracle Cloud
Infrastructure
Services

Deploy virtual
machines

Create network
security groups

Create file systems

Connecting to an
on-premises
environment

Migrating workloads
using VMware HCX

Conclusion

(VIP). Once the traffic reaches the NSX Tier-0 router via the Edge VIP, it is routed to the Windows
server through the Tier-1 router.

For the creation of the Route Table Rules, the following information is needed.
« The workload (overlay) network CIDR block (e.g., 192.168.150.0/24)

« The NSX Edge virtual IP Address (e.g., 10.200.8.130)

The fastest way to find the Edge VIP is the following:

1. Click on the burger icon at the top left of the screen to display the Menu

2. Select Networking > Virtual Cloud Networks
a. Click on the Virtual Cloud Network (e.g., MCoE-OCVS-USWO1-VCN)
b. Select VLANSs in the Resources section on the bottom left of the screen
c. Select VLAN-<SDDC name>-NSX Edge Uplink 1
d. Make a note of the Private IP Address of the nsx-edge-up1-vip (e.g9., 10.200.8.130)

= ORACLE Cloud earch for resources, servi umer UsWest(SanJose)v () @ B B

Networking » Virtual Cloud Networks » MCoE-OCVS-USWO01-VCN » VLAN Details I

VLAN-MCoE-OCVS-USWO01-NSX Edge Uplink 1

Edit | Move Resource Add Tags | [EREEES

VLAN Information Tags

OCID: __4j33za Show Copy IEEE 802.1Q VLAN Tag: 1963
VLAN Gateway CIDR: 10.200.8.128/25 (1)

Created: Wed, Jun 23, 2021, 14:32:28 UTC

AVAILABLE ) Horizon Route Table: Route Table for VLAN-MCOE-OCVS-USW01-NSX Edge Uplink 1

Availability Domain: Swvn:US-SANJOSE-1-AD-1

Network Security Groups: NSG for NSX Edge Uplink VLANSs in MCoE-OCVS-USWO1 Edit

Resources External Access

External access allows VLAN workloads to communicate with resources outside the VLAN such as subnets, on-premises hosts, or the internet. A private IP is assigned to the VLAN to provide a “next hop” for network routing to the VLAN. If internet access is required, a reserved public IP can also be assigned. Learn more

External Access

@ 9

Name Private IP Address Public IP Address Date Assigned g
nsx-edge-up1-vip 10.200.8.130 — Wed, Jun 23, 2021, 14:42:32 UTC
0 Selected Showing 1ltem < 1of1 >

FIGURE 32. Edge vIP

With the information gathered, it is time to update the route table of the private subnet:

3. Click on the burger icon at the top left of the screen to display the Menu
4. Select Networking > Virtual Cloud Networks
5. Click on Virtual Cloud Networks (e.g., MCoE-OCVS-USWO0O1-VCN)
a. Click Route Tables
b. Select Route Table for <Private Subnet-<SDDC>-VCN
c. Click Add Route Rules
« Select Private IP as the Target Type
- Enter the CIDR Block for the workload (overlay) network (e.g., 192.168.150.0/24)
« Enter the NSX Edge vIP Address in Target Selection (e.g 10.200.8.130)
« Click Add Route Rules

w Search for resources, services, and documentation

Networking » Virtual Cloud Networks » MCoE-OCVS-USWO01-VCN » Route Table Details

Route Table for Private Subnet-MCoE-OCVS-USWO01-VCN
Move Resource | | Add Tags

‘ Route Table Information Tags

OCID: _770hjq Show Copy, Compartment: VMware-Horizon

Created: Wed, Jun 23, 2021, 14:20:21 UTC

AVAILABLE
Resources Route Rules
Route Rules (3) Add Route Rules
Destination ~ | Target Type Target Description
0.0.0.0/0 NAT Gateway NAT Gateway-MGOE-OCVS-USW01-VCN
I 192.168.150.0/24 Private IP 10.200.8.130 Route to VIP. Greated during File System mapping step
All SC Services In Oracle Services Network Service Gateway Service Gateway-MCoE-OCVS-USW01-VGN
0 Selected Showing 3 Items < 10of1 >

FIGURE 33. Route Rule

The Route Rule should look like Figure 33. This rule directs any traffic that to go to the workload
network to the NSX Edge vIP address.
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Network security groups

Network Security Groups (NSG) will allow traffic to flow from the NSX Edge Uplink 1 VLAN to the File
System. In addition, Security Lists can also be used to allow traffic to flow.

Create a network security group

1. Click on the burger icon at the top left of the screen to WHY USE NETWORK SECURITY
display the Menu GROUPS INSTEAD OF SECURITY LISTS?
2. Select Networking > Virtual Cloud Networks Security lists are associated with subnets. If

_ . ity list | )
a. Click the Virtual Cloud Network a security list is used to set up your security

(e.9., MCOE-OCVS-USWOI-VCN) rules, those rulgs will apply 1fo all vNICs in
) the subnet. Unlike security list rules, NSGs
b. Select Network Security Groups apply only to resource vNICs you add to the
c. Click Create Network Security Groups NSG and allow more granularity.

« Name the NSG
(e.g. ‘NSG for File System (NFS)’ is used)

« Click Next
« Click Create

= ORACLE Cloud
Create Network Security Group Help
@ Basicinfo Add Security Rules
@ security Rules Optionally add one or more rules to the network security group. Learn more about security rules.
Rule X
sateLess (&)
nnnnnnnnnnnnnnnnn ®
Ingress | prem ]
® £ PORT RAN ®
TCcP s | Al | 111,2048,2049,2050 |
Allows: Allows TCP traffic 111,2048,2049,2050
RIPTIO!
2
Rule X
eLess (7)
ssssssssssssssss @ SOURCE CIDR @
| Ingmss | CIDR | 192.168.150.0/24 I
oo =
oooooooooo [6) 'SOURGE PORT RANGE  OPTIONAL () DESTINATION PORT RANGE  OPTIONAL ()
I uoP > I | 111,2048 |
Allows: Allows UDP traffic 11,2048
RIPTION INAL
4
Rule X
weiess ()
DDDDDDDDD e (D) oessmon con ()
Egress v | CIDR 2 | 192.168.150.0/24
oo I e, 707 T8 TR0 0T o8 150 255 o0 T adareses)
e pRoTOcOL (7) souce porT RaGe. OPTIONAL (7) oESTINATION poRT RANGE O TIONAL (D)
TcP o | | 111,2048,2049,2050 |
Allows: Allows TCP traffic
DESCRIPTION ORTIONAL
Vi
Rule X
ewess (D)
®  oesmwmoncon ®
E < -
| gress I CIDR % | 192.168.150.0/24
ST TP Sateee T =)
P PROTOCOL (©) SOURCE PORT RANGE _OFTIONAL (7) PoRTRANGE OPTIONAL (T)
| uoP s I | 11 |
Allows: Allows UDP traffic
DESCRIPTION OPTIONAL
Z
+ Another Rule

FIGURE 34. Creating a Network Security Group

Use the following Security Rules for File Storage to enable NFS communication. Different OCI
service(s) may require different ports.

NOTE: The Source CIDR specified in the screenshots is the CIDR for the workload (overlay) network
here in this environment.

See Table 9 for a summary of Security Rules for File Storage.
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Direction Source or Destination
Inaress Source Type: CIDR

g Source: 192.168.150.0/24
Inaress Source Type: CIDR

g Source: 192.168.150.0/24
Eqress Destination Type: CIDR

9 Source: 192.168.150.0/24

Destination T : CIDR

Egress estination Type

Source: 192.168.150.0/24

TABLE 9. Security Rules for File Storage

File systems

Up next is creating a File System that will be mounted to the Windows Server virtual

used to store users’ files and folders.

Protocol Ports

Source Port Range: ALL

Tep Destination Port Range: 111,2048-2050
UDP Source Port Range: ALL
Destination Port Range: 111,2048
Tcp Source Port Range: 111,2048-2050
Destination Port Range: All
UDP Source Port Range: 1

Destination Port Range: All

machine and

Create a file system Create File System .
1. Clle on the burger |Con at the top |eft Of File Storage provides durable, scalable, and secure file systems.
the screen to display the Menu e Sitan fifoiation N
2. Select File Storage > File Systems m_uswm_mm
3. Click Create File System Availabilty Domain
Swvn:US-SANJOSE-1-AD-1 8
a. Click Edit Details in the File System Croate in Compartment
Information section (Figure 35) Siimaini ’
Encryption
b. Name the File System (e.g. MCoE- s pond b o
OCVS-USWO1-userdata) O oo § S e i 5 N
25 Show Tagging Options
3. Click Edit Details in the Mount Target
Information section (Figure 36)
a. Select Create New Mount FIGURE 35. File System Information
b. Name the New Mount Target (e.g userdata)
c. Select a private subnet in the Subnet dropdown
d. Check Use network security groups to control traffic
e. Select the Network Security Group created earlier
f. Click Create

Mount Target Information

Select an existing mount target @ Create New Mount Target

Mount targets are NFS endpoints used to access your file systems. The following mount target will be created and associated with your new file system. Learn more.

You can select compartments for mount target, virtual cloud network or subnet. Click here to enable compartment selections.

New Mount Target Name Optional
| userdata

Virtual Cloud Network
MCoE-OCVS-USW01-VCN

Subnet

<>

Private Subnet-MCoE-OCVS-USW01-VCN (Regional)

<>

Use network security groups to control traffic @

Network Security Groups in VMware-Horizon (Change Compartment)

NSG for File System (NFS)’

<>

=& Show Advanced Options

25 Show Tagging Options

caa

+ Another Network Security Group

FIGURE 36. Mount Target Information
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Mounting the file system

With the new File System created and the Network Security Group applied to the Target Mount, the
File System is ready to be mounted on a Windows Server virtual machine.

There are two pieces of information required to mount the File System: the Mount Target IP Address
and Export Path.

7. Click on the burger icon at the top left of the screen to display the Menu
8. Select File Storage > File Systems
a. Click the File System Name

b. Click the Mount Target
- Note the IP Address (€.g.10.200.1.196)
« Note the Export Path (e.g. /MCoE-OCVS-USWO1-userdata)

= ORACLE Cloud earch for resources, services, and documentation Uswest@Sandose)v () X @ B @ O

File Storage » Mount Targets » Mount Target Detalls

userdata
7‘ == Rename Move Resource Add Tags Delet
y &
\J
A A Mount Target Information Tags
OCID: ...aaaaaa Show Copy Virtual Cloud Network: MCoE-OCVS-USWO01-VCN
Created: Fri, Jun 25, 2021, 03:49:10 UTC Subnet: Private Subnet-MCoE-OCVS-USW01-VCN (7)
Availability Domain: Swvn:US-SANJOSE-1-AD-1 1P Addre: 0.200.1.196
C Horizon Hostname: -
Reported Size (GiB): 8589934592 r? Fully Qualified Domain Name: Enter a hostname first
Reported Inodes (Gil): 8589934592 ® Export Set OCID: ...aaaaaa Show Copy (i)

Network Security Groups: NSG for File System (NFS)! Edit

Resources Exports

Exports Create Export

Metrics

Export Path State File System Created
Filter /MCoE-OCVS-USWO01-userdata @ Active MCoE-OCVS-USWO01-userdata Fri, Jun 25, 2021, 03:49:20 UTC
0 Selected Showing 1ltem < 1of 1

State

Any state

FIGURE 37. Mounting the file system

With this information, mounting the File System to a Windows Server can be completed.

MCoE_Test_WIN Enforce US Keyboard Layout § View Fullscreen § Send Ctri+Alt+Delete

Manage MCoE-OCVS-USWO01-userdata (\\10.200.1.196) (X:)
Drive Tools
* 4 = > ThisPC > MCoE-OCVS-USWO01-userdata (\\10.200.1.196) (X:) > v

Name ’ Date modified Type
v 3 Quick access
[ Desktop
& Downloads

snapshot

| Documents

&= Pictures

v [ This PC
¥ 3D Objects
[ Desktop
=] Documents
¥ Downloads
D Music
&] Pictures
B Videos
‘i Local Disk (C:)
i DVD Drive (D:) 555
v == MCoE-OCVS-USW0

snapshot

¥ Network

FIGURE 38. Mounting the file system
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Figure 39 illustrates the simplicity of how Oracle Cloud VMware Solution workloads can interact with
native Oracle Cloud services.

In the high-level diagram, all the components deployed for the Windows server within the SDDC
Key terms communicate with the File System within OCI. This visual of the traffic flow between the servers will

make things a little clearer.
Getting started

Deploying Oracle
Cloud infrastructure

Deploying VMware

Software-Defined —
Datacenter with
HCX e — —
== -
Ol’ade ClOUd prﬁ:tt: ;ﬁh:ﬂ pE:;E:ES:LI for ﬁlgifslem
Infrastructure (OCI)
and Oracle Cloud
VMware Solution [ s,

— <SDDC>Privale Subnst 10.200.8.128/25

....................................

Networking
: VLAM-<SDDC>-NSX Edge Uplink 1 10.200.8.128/25 .
T T T T T T T T T T T O T T T T T T I TN, S R N *

Connecting to
Oracle Cloud

172.16.0.0
Infra§tructu re TEEY
Services TR0 I

) route table 1 |
Deploy virtual edge uplink _—

machines NSX Edge uplink

nsx-edge-viP-1P
10.200.8.130

Create network Tier-0

security groups

. 100.64.208.0/31
Create file systems

Connecting to an
on-premises
environment 100.64,208.1/31

100.64.0.0/16
nsx-edge-01

Migrating workloads Tier-1

: workload-pg
using VMware HCX 192.168.100.0/24

nsx-edge-02

Conclusion

an

Windows
Wi
192.168.100.2/24

FIGURE 39. File system flow diagram

Starting at the bottom of the graphic and moving to the top, the traffic from the Windows server
flows through the Tier-1 router and out through the Tier-O router. The traffic flow is due to the File
System resides outside of the software-defined datacenter. The traffic exits the NSX-T Edge using the
Uplink T VLAN and out through the VLAN default gateway. The traffic arrives on the private subnet
and is then checked against the Security List for the Private VLAN and the Network Security Group
for the File system before reaching the Mount Target.
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Connecting to an on-premises environment

This chapter addresses external connectivity and how to connect an on-premises vSphere
environment to Oracle Cloud VMware Solution, achieving hybrid connectivity between an
on-premises environment and the Cloud. This configuration will

Key terms

Getting started

allow on-premises workloads to communicate with workloads in HELPEUL NOTE
) the Oracle Cloud.
Deploylng Oracle ;herle alie o’éher ways Io igtdup
Cloud infrastructure There are two main ways to connect Oracle Cloud VMware racie a§t Ome_d viat 'r, _
. i ) _ party service providers. This
' Solution to an on-premises environment: Oracle FastConnect or UiEe refierences 1he dlifee Use
Deploying VMware Oracle VPN Connect. In this chapter, we will use an Oracle of Oracle FastConnect or Oracle
Software—Def’lned FastConnect connection provided by Megaport, as demonstrated VPN Connect solutions.
Datacenter with in Figure 40.
HCX
OraCle ClOUd On-Premises Enviroment
I nfraStrUCtu re (OCD Internet Network - 172.17.x.0/24
|
and Oracle Cloud f b
VMware Solution Windews
Networkin A
9 —>le—
Connecting to
Oracle Cloud
Infrastructure
. <SDDC>-FastConnect
Services
Connecting to an VA
on-premises &/ it
environment | _
r n
CreaJ.[e Dynamic —;;— VCN-Wide Routing
Routing Gateway ¥

Create FastConnect
instance

10200812825

gVLAN&YOUR SDDC NAME>-NSX Edge Uplink 2 10.200.9.0/25

Configuring BGP
on-premises

{VLAN-<YOUR SDDC NAME>-NSXVTEP "10.200.10.0/25

I

I

I

I

I

I

I

I

Configure route tables |

and network security l
groups : ext

I

I

I

I

I

I

I

I

I

Testing connectivity ESXi Host 1 @ ESXi Host 1
Tier-0
Migrating workloads
using VMware HCX workloaripg
192.168.100.0/24
_L‘
Conclusion Vi
Windows
e —————————————————————————————————— —J
Cloud Virtual
Network

FIGURE 40. Connecting to an On-Premises Environment

The following steps describe how to:

Create a Dynamic Routing Gateway

Create a FastConnect instance

Configure BGP in the Cloud and on-premises

Verify connectivity
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Create a Dynamic Routing Gateway

The first step to enabling hybrid connectivity is to deploy a Dynamic Routing Gateway (DRG) within
the Oracle Cloud Infrastructure (OCI). Think of a Dynamic Routing Gateway as a virtual router that
provides a path for private traffic (that is, traffic that uses private IP v4 addresses) between a Virtual
Cloud Network and networks outside the Virtual Cloud Network’s region.

1. Log in to the Oracle Cloud VMware Solution console

2. Select the correct Region (This should be the same region that the software-defined datacenter
and the Bastion Host are deployed)

3. Click on the burger icon at the top left of the screen to display the Menu
4. Select Networking > Dynamic Routing Gateways

a. Click Create Dynamic Routing Gateway

b. Select the correct Compartment

c. Name the DRG

d. Click Create Dynamic Routing Gateway

Once the DRG has been created, attach it to the Virtual Cloud Network.

5. Click Virtual Cloud Networks on the Resources section (left-hand side)
a. Click Attach to Virtual Cloud Network Attachments
b. Name the Attachment
c. Select your Virtual Cloud Network in the dropdown
d. Click Create Cloud Network Attachment

Create A FastConnect instance

Before a FastConnect connection can be created, you need to collect the information required for
this process.

« BGP IP Addresses: You will need two IP addresses to use for the BGP connection between the
FastConnect and your on-premises or cloud router. Typically, Link-Local Addresses are used for
this.

« Customer BGP ASN: You will need the Autonomous System Number (ASN). When using a service
like Megaport, the ASN can be found in the portal. If you use an on-premises router, you can
usually choose an ASN from the private range: 64512 — 65534. If you aren’t sure, speak to your
networking team.

1. Log in to the Oracle Cloud VMware Solution console

2. Select the correct Region (This should be the same region that the software-defined datacenter
and the Bastion Host are deployed)

3. Click on the burger icon at the top left of the screen to display the Menu

4. Select Networking > FastConnect
a. Click Create FastConnect
b. Select your Connection Type (Here Partner is selected because Megaport is being used)
c. If you selected FastConnect Partner, select your Partner from the dropdown

d. Click Next
« Name the FastConnect Connection

Select Private Virtual Circuit

Select your Dynamic Routing Gateway from the dropdown
Select the Bandwidth for the connection

Enter the Customer BGP IPv4 Address (e.g 169.254.238.49/30)
Enter the Oracle BGP IPv4 Address (e.g., 169.254.238.50/30)
Enter the Customer BGP ASN (133937)

Click Create

vmware:s ORACLE Cloud
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Configuring BGP on-premises

In this step, you configure the on-premises router to establish a BGP session. This step depends on
the router or service you are using for your on-premises connectivity. | use a Megaport connection
for the example/demo; refer to the Connecting to Oracle Cloud Infrastructure FastConnect
documentation for more details.

Key terms
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The information needed to complete the configuration can be found in the OCI interface.
Deploying Oracle _ _ _
Cloud infrastructure 1. Click on the burger icon at the top left of the screen to display the Menu
2. Select Networking > FastConnect

Deploying VMware a. Click the name of the FastConnect Connection you just created
Software-Defined

Datacenter with
HCX

b. Click the BGP Information tab.

WSM ,,,,,,, m— Uswestisniose)v ) X @ B & O

Networking » Customer Connectivity » FastConnect » Connection Detail

Oracle Cloud
Infrastructure (OCI)
and Oracle Cloud
VMware Solution

@} Warning: This FastConnect has only a single virtual circuit. Oracle having redundant for high availability. Learn how to fix the problem

MCoE-OCVS-USWO01-FSCT

Edit Move Resource Add Tags Delete

Virtual Circuit Information [ BGP Information l Tags

Networking e

. Primary
C O n n e Ct I n g to Customer BGP IPv4 Address: 169.254.238.49/30
Oracle Cloud Cosomer 5P, w-,m o
Infrastructure
Services FIGURE 41. BGP Information

Connecting to an

on-premises
environment - FastConnect OCID (The OCID is often required by services such as Megaport)

. - Oracle BGP ASN
Create Dynamic
Routing Gateway « Oracle BGP IPv4 Address

c. The information you are looking for is as follows:

Create FastConnect
instance

Configuring BGP
on-premises

{}| | Warning: This FastConnect has only a single virtual circuit. Oracle recommends having redundant connections for high ilability. Learn how to fix the problem

MCoE-OCVS-USW01-FSCT
Configure route tables
and network security

Edit Move Resource Add Tags Delete

Virtual Circuit Information BGP Information Tags X

groups
>ROVISIONEI Lifecycle State: @ Provisioned
Testi n g CO n n e Ct iVi ty Partner Name: Megaport IPv6 BGP State: @ Down
Connection Type: Partner Virtual Circuit Type: Private
Provisioned Bandwidth: 1 Gbps Created: Mon, Jun 28, 2021, 00:42:05 UTC
. . BGP MD5 Authentication: Not Enabled OCID: ...zdzucqg Show Copy
M | g rat N g WOr k | Oa d S Dynamic Routing MCOE-OCVS-USW01-DRG

using VMware HCX
FIGURE 42. FastConnect Provision Status

Conclusion

With this information, configure BGP. Once correctly configured, the OCI console will appear green,
Lifecycle State will show as Provisioned, and the IPv4 BGP Status will display as UP.
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Configure route tables and network security groups

With the on-premises connectivity established, the next step is configuring the OCI environment to
allow traffic to flow between the on-premises environment and the Windows Server virtual machine
running within the Oracle Cloud VMware Solution software-defined datacenter.

Oracle Cloud provides a simple wizard that creates the required configuration automatically.

1. Click on the burger icon at the top left of the screen to display the Menu
2. Select Hybrid > VMware Solution
a. Select the name of the software-defined datacenter

b. Click Configure connectivity to your on-premises Network (Figure 43)

- Enter the CIDR Block of the workload overlay network (In this example, we used
192.168.150.0/24)

« Enter the CIDR Block of the on-premises Network that you want to connect to (172.17.31.0/24)
c. Click Next

= ORACLE Cloud Search for resources, services, and documentation

Configure Connectivity to Your On-Premises Network

@ Basic information Basic Information
Review and Apply_Configuration

This quick action workflow helps you configure connectivity between your on-premises network and the SDDC.

« In this page, you provide CIDR block information about your on-premises network. You can obtain this information from your on-premises network engineer. The workflow automatically
enters the SDDC workload CIDR for you.

e The workflow determines requirements for enabling routing between the DRG and the NSX Edge Uplink 1, HCX, and vSphere VLANS. If there's no DRG attached to the VCN, the workflow
helps you create one.

« Finally, any missing route tables, rules, or network security groups (NSGs) are created or updated.

Learn more.

SDDC Workload CIDR ()

192.168.150.0/24 I
Example: 172.0.0.0/24

On-Premises CIDR (9
172.17.31.0/24 ]

Example: 10.0.0.0/16

FIGURE 43. Configure connectivity to your on-premises network

d. Review the configuration (Figure 44)

e. Click Apply Configuration
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= ORACLE Cloud Search for resources, services, and documentation

Configure Connectivity to Your On-Premises Network

Basic Information Review and Apply Configuration

Key te r m S e Review and Apply Configuration

Here you can review and confirm updates to your configuration. The quick action workflow creates or updates any route table and rules required for on-premises connectivity to your SDDC
resources.

Dynamic Routing Gateway, @)

Getting started

Dynamic Routing Gateway Name: MCoE-OCVS-USWO01-DRG

Compartment: intstevebnelson (root)/\VMware-Horizon

Deploying Oracle

Cloud infrastructure Route Table ®

Route Table Name: Route Table for VLAN-MCoE-OCVS-USW01-NSX Edge Uplink 1 K4
Updates route rules in the VLAN-MCoE-OCVS-USWO01-NSX Edge Uplink 1 VLAN's route table to target the DRG.

Deploying VMware
Software-Defined
Datacenter with 1724751024 T p— icnbva Show Gopy
HCX

Add route rules to this route table.

Route Table Name: Route Table for VL AN-MCoE-OCVS-USW01-HCX [
Updates route rules in the VLAN-MCoE-OCVS-USW01-HCX VLAN's route table to target the DRG.

Add route rules to this route table.

Oracle Cloud
I nfra StI’U CtU l’e (O C | ) Destination Target Type Target
a nd O raCle Cloud 172.17.31.0/24 Dynamic Routing Gateway ...idnbva Show Copy

VMware Solution ,
Route Table Name: Route Table for VLAN-MCoE-OCVS-USWO01-vSphere [

N etWO r kl n g Updates route rules in the VLAN-MCoE-OCVS-USWO01-vSphere VLAN's route table to target the DRG.
Add route rules to this route table.

. Destination Target Type Target
CO n n eCtI n g to 172.17.31.0/24 Dynamic Routing Gateway ...idnbva Show Copy
Oracle Cloud
Infrastructure Pl T aos
. Route Table for MCoE-OCVS-USWO01-DRG
Services

Route Table Compartment

VMware-Horizon v

intstevebnelson (root)/VMware-Horizon

Creates a new route table and route rules for the MCoE-OCVS-USWO01-DRG DRG. The route rules target the nsx-edge-up1-vip VLAN's private IP address.

Connecting to an
on-premises
environment

Create a new route table and add the below route rules.
Destination Target Type Target

192.168.150.0/24 Private IP ..oprxyq Show Copy

Create Dynamic

Routing Gateway

Create FastConnect
instance

Configuring BGP
on-premises

Configure route tables
and network security
groups

Testing connectivity

Migrating workloads
using VMware HCX

Conclusion

Network Security Group ®

Network Security Group Name: NSG for NSX Edge Uplink VLANs in MCoE-OCVS-USWO01 B
Updates the security rules in the NSG to enable network traffic to the VLAN-MCoE-OCVS-USW01-NSX Edge Uplink 1 VLAN.

Add security rules to this network security group.

Ingress Egress
Source — Destination Stateless
172.17.31.0/24 — 0.0.0.0/0 (All) No

Network Security Group Name: NSG for VLAN-MCoE-OCVS-USW01-HCX 54
Updates the security rules in the NSG to enable network traffic to the VLAN-MCoE-OCVS-USW01-HCX VLAN.

Add security rules to this network security group.

Ingress
Source — Destination Stateless Description
172.17.31.0/24 — 0.0.0.0/0:500 (TCP) No Allow HCX WAN transport tra...
172.17.31.0/24 — 0.0.0.0/0:4500 (TCP) No Allow HCX WAN transport tra...

Network Security Group Name: NSG for VLAN-MCoE-OCVS-USWO01-vSphere I
Updates the security rules in the NSG to enable network traffic to the VLAN-MCoE-OCVS-USWO01-vSphere VLAN.

Add security rules to this network security group.

Ingress
Source — Destination Stateless Description
172.17.31.0/24 — 0.0.0.0/0:9443 (TCP) No Allow HCX REST API traffic
172.17.31.0/24 — 0.0.0.0/0:443 (TCP) No Allow HCX X-cloud control tr...

Network Security Group Name: NSG for VLAN-MCoE-OCVS-USW01-Replication Net =z
Updates the security rules in the NSG to enable network traffic to the VLAN-MCoE-OCVS-USWO01-Replication Net VLAN.

Add security rules to this network security group.

Ingress
Source — Destination Stateless Description
172.17.31.0/24 — 0.0.0.0/0:9080 (TCP) No vSphere Replication Commu...

o

—o Show Advanced Options

B

Previous Apply Configuration Cancel

FIGURE 44. Review configuration
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The review page displays Route Table and Network Security Group configurations the wizard is going
to create. By default, the wizard allows ALL traffic between the on-premises Network and the
workload network. If this is not desired, change the rules configured on the following NSG: ‘NSG for

Key terms NSX Edge Uplink VLANS in <your sddc>.

Getting started

Configure Connectivity to Your On-Premises Network Help
Deploying Oracle e e
Cloud infrastructure S g
Deploying VMware =
S OftW are- D efl ne d Route Table for VLAN-MCOE-OGVS-USWO1-Replication Nt Done @
Datacenter witr =
HCX o e -

B i ik <

Oracle Cloud
Infrastructure (OCI)
and Oracle Cloud
VVMware Solution FIGURE 45. Applying configuration
Networking
Connecting to Testing connectivity
Oracle Cloud
Infrastructure The last step is to validate that connectivity works between your on-premises environment and your
Services Windows server running in the Oracle Cloud VMware Solution software-defined datacenter.

Connecting to an 1. Perform a simple ping from a server running in the on-premises

. environment to a server running in Oracle Cloud VMware HELPFUL NOTE
on-premlsei Solution. Windows will block ping by
environmen .

. L . default, so allow ping through
2. If the ping responds, try pinging from the Windows server from a Ping d

the windows firewall if you

Create Dynamic Remote Desktop. Remote Desktop isn’t enabled by default in ,
haven't already.

Routing Gateway Windows either, so be sure to enable it first.

Create FastConnect
instance

Configuring BGP
on-premises

Configure route tables
and network security
groups

Testing connectivity

Migrating workloads
using VMware HCX

Conclusion
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On-Premises Enviroment

Internet Network - 1730424 —
l VM

|
Windows
WM
T 17217x2
&

<SDpDC>-FastConnect

ESXi Host 1

workload-pg
92.168.100.0/24

Windns

WM
192.166.100.2/24

Cloud Virtual
Network

FIGURE 46. Traffic flow from on-premises to cloud

Traffic flowing from your on-premises virtual machine exits the on-premises router via its BGP
connection established with the Oracle FastConnect. Traffic then enters the Oracle Cloud
infrastructure via the Dynamic Routing Gateway and is sent to the ‘VLAN-<sddc>-NSX Edge Uplink 1
VLAN, where it enters the NSX Edge VIP. Finally, the NSX-T Tier-O router forwards the traffic to the
Tier-1 router, which sends the traffic to the Windows server connected to the workload Segment.
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Migrating workloads using VMware HCX

This chapter covers the installation of VMware HCX in an on-premises vSphere environment and a
site-pairing configuration between the on-premises environment and Oracle Cloud VMware Solution.
Once HCX is configured, connectivity will be tested by migrating

a workload between sites. The vMotion of virtual machines HELPEUL NOTE
between sites requires extending networks allowing virtual This chapter will not review the
machines to move between sites without changing the IP details of how to configure your
addresses. The process to extend a network will also be covered HCX service mesh. More information
in this chapter. about the configuration of the

HCX service mesh can be found in
Figure 48 is a high-level diagram of an HCX deployment utilizing VMware’s official documentation:
FastConnect to connect an on-premise SDDC to an Oracle VMware HCX User Guide.

Cloud VMware Solution SDDC.

192.168.100.0/24 W Rere o i e e U e e m R s . Ty
..................................................................................................................................................................................... g §
- I
: ¥ g :
i 5 ?_, -l - VM E m E ]
fdg EF I
iHe igeasen Y <SDDC>-FastConnect it WA = % E
i H
- I
@ B m @ B W,
vCenter HCX MEX QCVS SO wienter .,:':a:vr -,-NH :
MaROW pansger 000X ] el e e e . wm wm wm wm . wm pucie |
On-Premises vSphere Enviroment Oracle Cloud

FIGURE 48. HCX deployment

The following steps describe how to:

+ Install HCX Connector

« Connect on-premises to Oracle Cloud VMware Solution

+ Extend a network from on-premises to Oracle Cloud VMware Solution
« vMotion VMs from on-premises to the Oracle Cloud VMware Solution

« Bulk Migration of a VM from on-premises to Oracle Cloud VMware Solution

Installing the HCX connector

The first step to installing VMware HCX in an on-premises environment is to download the HCX
Connector appliance from the HCX instance running in the Oracle Cloud VMware Solution
environment. The HCX Connector OVA can also be downloaded from the HCX Manager.

1. Log in to the Oracle Cloud VMware Solution console

2. Select the correct region. This region is where the software-defined datacenter and Bastion Host
were deployed.

3. Select Hybrid > VMware Solution
a. Select the name of the software-defined datacenter
4. In the Software-Defined Datacenter Information section, Copy the vSphere Client URL
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= ORACLE Cloud Search for resources, services, and documentation

VMware Solution » Software-Defined Data Centers » Software-Defined Data Center Details
MCoE-OCVS-USWO01

Edit SDDC Move Resource Add Tags Terminai te

Configure connectivity to your on-premises network

SDDC Information Tags

ACTIVE

Oracle Cloud VMware Solution
HCX: Enabled

VMware Software Version: 7.0 update 2
Availability Domain: Swvn:US-SANJOSE-1-AD-1
SDDC Workload Segment Name: workload

SDDC Workload CIDR: 192.168.150.0/24

vCenter Information

Configure connectivity to Oracle Services Network

vSphere Client IP Address: htps//10.200.11.130 [ Copy (©)

vSphere Client: https://vcenter-mcoe-ocvs-usw01.sddc.sic.oci com 4 Copy @

NSX Manager Information

NSX Manager IP Address: https://10.200.11.131 [1 Copy ()

HCX Manager Information

HCX Manager: hitp

HCX Manager IP Address: https://10.200.11.132 [ Copy (2)

HCX Manager Initial Username: admin (1)

HCX Manager Initial Password: ***** Show Copy, (D

NSX Manager: https://nsx-mcoe-ocvs-usw01.sdde.sjc.oci com [ copy (D)

-mcoe-ocvs-usw01.sddc.sjc.oci com [ Copy D

UsWest(sandose)v () 2 @ B &

Configure connectivity to the internet through NAT gateway Configure connectivity to VCN resources

NSX Edge IP Address: ...200.8.130 Show Copy (1)
OCID: ...sxecsq Show Copy,
Created: Wed, Jun 23, 2021, 14:32:54 UTC

vCenter Initial Username: administrator@vsphere.local (7)

vCenter Initial Password: ****** Show Copy (1)

NSX Manager Initial Username: admin (7)

NSX Manager Initial Password: " Show Copy (i)

HCX License Type: Advanced Change

HCX on-premises Connector Activation Keys: 3 View (1)

FIGURE 49. Installing the HCX connector

5. Open a browser window either on the Bastion Host or on a machine that has access to the

Bastion Host via an SSL Tunnel

6. Paste the vSphere Client URL into a new browser tab

Copy/Paste the vCenter Initial Username and vCenter Initial password to log in to vCenter

Once logged into vCenter, head into the HCX interface.

1. Click Menu in the vSphere client and select HCX from the dropdown menu (Figure 50)

2. Click Administration in the left-hand Menu (Figure 51)

vm vSphere Client Menu v/ [©)

@VSPHERE.LOCAL v

v (© Management N
% Workload Management ctrl + alt + 7

& hex-01

a3 [ Global Inventory Lists  ctrl + alt + 8

(i nsx-edge-01 CH WEB CONSOLE
o "

B nsxiedge-02 [R Policies and Profiles
& nsxt-01

i A
& nsxt-02

Gl nsxt-03

cH REMOTE consoLE @D
Auto Deploy
& Hybrid Cloud Services

<> Developer Center
&N veenter

fardware
v (© Workload % Administration
&1 MCoE_Test_WI 8 Tasks
() Events ed Objects
© Tags & Custom Attributes
Cluster
Lifecycle Manager
st

(> DRaa$
Resource pool
[®] vRealize Operations

@ HCx Networks

Storage

DNS Name:
IP Addresses:

Host:
Fault Domain:

£

[1N)] @ @ (A} Home ctri+alt +home  |COE_Test_WIN 02 & @ ACTIONS Vv
% Shortcuts ctrl + alt +1
~ vcenter-mcoe-ocvs-usw01 ary Monitor Configure Permissions Datastores Networks
o ERiociwoHc [[) Hosts and Clusters ctrl + alt + 2
P ’
v [ ociot-wOt-consolidat VMs and Templates ctrl+alt +3
E&‘ mcoe-ocvs-uswOl- @ Storace i i Guest OS: Microsoft Windows Server 2019 (64-bit)
I:ﬂ‘ inebe-opve-aewon 9 ax Compatibility: ESXi 7.0 and later (VM version 17)
[’L? e @ Networking ctrl +alt + 5 VMware Tools:  Running, version:11333 (Current)
<7 mcoe-ocvs-uswO1-
B Content Libraries ctrl+alt+6 MORE INFO

WIN-O871ADHH8TT
192.168.150.2
VIEW ALL 2 IP ADDRESSES

mcoe-ocvs-uswO1-1.sub06231429341.mcoeocvsuswOlve.oracleven.com 18.97 GB

FAULT-DOMAIN-1

(& ocio1-wOt-consolidatedO1

[ mcoe-ocvs-uswO1-1.5ub06231429341.mcoeocvsuswolvc. ..

@ workioad

(8 workload

B vsanDatastore

Snapshots Updates

SWITCH TO NEW VIEW

CPU USAGE
19 MHz

MEMORY USAGE
204 MB

@ STORAGE USAGE

X Notes ~
Edit Notes...
~
Custom Attributes A
Attribute Value
~

FIGURE 50. Installing the HCX connector

c. Click Request Download Link

d. Either download the OVA directly or copy the link to the OVA and paste it into a browser to
begin the download process.

vm vSphere Client Menu v @)

HCX

) Dashboard Administration

Infrastructure v

< 12 > Software Update: A new update is now available

& Site Pairing

[ System Updates | Troubleshooting

Audit Logs

Activity Logs

o Interconnect
Services v

% Network Extension

@> Migration

“D Disaster Recovery |[

@ REQUEST DOWNLOAD LINK ]l

System v

Local HCX

Curren t Version

4.0.217991554
o

© support SELECT SERVICE UPDATE Vv

System Name

hcx-01-cloud

Pair your remote data center with VMware HCX

v Status

Downloaded Bundle 4.1.0.18180940

Info SystemType v NSX Version v VCVersion v Copy To Clipboard
@ HCX Cloud 3.1.2.1.0.17975796 7.0.217958471 =

Number of Appliances 1

FIGURE 51. VMware HCX administration
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Once the OVA has been downloaded, deploy the OVA in the on-premises vSphere environment.
See the VMware HCX documentation Deploying the Installer OVA in the vSphere Client for more
information.

For the on-premises HCX Connector to connect to the HCX Manager in Oracle Cloud VMware
Solution, ensure that the following Firewall ports are open on your on-premises environment.

To activate the on-premises HCX Connector, you need the HCX License Key from the OCI console.

1. Log in to the Oracle Cloud VMware Solution console

2. Select the correct region where the software-defined datacenter and Bastion Host were
deployed.

3. Select the name of your software-defined datacenter

4. Copy the HCX On-premises Connector Activation Key

VMware Solution ~ Software-Defined Data Centers » Soltware-Defined Data Center Details

MCoE-OCVS-USWO01

Edit SDDC Move Resource Add Tags

Configure connectivity to your on-premises network Configure connectivity to Oracle Services Network Configure connectivity to the internet through NAT gateway

SDDC Information Tags

Oracle Cloud VMware Solution

HCX: Enabled NSX Edge IP Address: ....200.8.130 Show Copy (i)
VMware Software Version: 7.0 update 1 OCID: ..btodlq Show Copy
Availability Domain: Swwn:US-SANJOSE-1-AD-1 Created: Wed, May 26, 2021, 00:29:25 UTC

SDDC Workload Segment Name: workload

SDDC Workload CIDR: 192.168.100.0/24

vCenter Information

Sphere Client: hitps://vcenter-mcoe-ocvs-usw01.sddc sic.ocl.oraclecloud.com [ Copy (©) vCenter Initial Username: administrator@vsphere.local (1)

Client IP hitps://10.200.11.130 [ Copy (7) vCenter Initial Password: ***** Show Copy (i)

P Lopy (&)

NSX Manager Information

NSX Manager: hitps://nsx-mcoe-ocvs-uswOl.sddc sic.oci oraclecloud.com [9 Copy (3) NSX Manager Initial Username: admin (i)

NSX M. IP Add: hitps://10.200.11.131 [4 Copy @ NSX Manager Initial Password: ****** Show Cooy (i)

HCX Manager Information

HCX M - hitps:/hexmar-meos-ocvs-usw sdde. sic.oci.omclecioud com [ Cony. ::; HCX License Type: Advanced Change

HCX on-premises Connector Activation Keys: 3 [Viow| (1)

HCX IP Addi hitps:#/10.200.11.132 9 Copy (D

HCX Manager Initial Username: admin (1)

HCX Manager Initial Password: ****** Show Cooy (i)

FIGURE 52. HCX license key

To activate the HCX Connector, follow the steps in the following link, using the HCX Activation key
you just copied from the Oracle Cloud VMware Solution software-defined datacenter interface. For
additional information, visit Activating and Configuring HCX

Create a site pairing to Oracle Cloud VMware Solution

When creating the site pairing between software-defined datacenters, you’ll need to specify the HCX
Manager FQDN or IP address and then use the vCenter Initial Username and Password. Do not try
and use the HCX Manager Initial Username and Password, as you’ll end up with an authentication
error.

vm vSphere Client Menu v Q, search in all environments i (?) v jason@TSHIRTS.INC v

HCX

€ Dashboard Site Pairing
Infrastructure v —
Site Pairing
)
oo Interconnect G ADD A SITE PAIRING
Services b
System v | |

S Administration

@ Support

5)’ @sjc-hcxm-oushirts.inc - @hcx-m-cloud
@ hitps//172.17.31.25:443 & https//10.200.11.132
© San Jose © san Jose

EDIT CONNECTION DISCONNECT

FIGURE 53. Creating a site pairing
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Create an HCX service mesh

Introduction With the site pairing created, you can now config the service mesh. The service mesh is the
deployment of virtual appliances used by HCX at both the source and destination to facilitate the
functioning of HCX. If you are not familiar with this process, follow the VMware documentation:
Creating a Service Mesh

Key terms

Getting started

. vm  vSphere Client Menu v Q, searchin all environments = (D) v | jason@TSHRTSING v
Deploying Oracle - t
Cloud infrastructure nterconnec
InfFRHucuts ¥ Multi-Site Service Mesh

& site Pairing

. l Compute Profiles Service Mesh Network Profiles Sentinel Management
Deploying VMware -
Software-Defined

@ Migration OCVS-Interconnect-1
Datacenter with Bititocresms
HCX Ser 85
System - Site Pairing :""“‘ o " . .
l%] sjc-hcxm-O1.tshirts.inc — m hcx-01-cloud
H CX S Administration ©San Jose @®San Jbse @ (;B weu| [0 |@-m
© support sJc-cp cpO1 >
Uplinks (Overridden) Uplinks (Overridden)
| | d & sic-comp-mgmt @ vds01-hex

Infrastructure (OCI)
and Oracle Cloud

VMware 'SOIUUOH FIGURE 54. Creating a service mesh
Networking

Connecting to Workload migration

Oracle Cloud
Infrastructure

S Bulk migration

With the site pairing and service mesh configured between your on-premises vSphere environment
Connecting to an and Oracle Cloud VMware Solution software-defined datacenter, it’s time to start migrating some
on—premises workloads. This example is a simple bulk migration of a single virtual machine from an on-premises
environment environment to an Oracle Cloud VMware Solution. In a production environment, multiple Virtual

) _ machines can be moved at once.
Migrating
workloads using 1. In the Software-Defined Datacenter Information section, Copy the vCenter Client URL

VMware HCX 2. Open a browser window either on the Bastion Host or on a machine that has access to the
Install HCX connector Bastion Host via an SSL Tunnel

Create site pairing Paste the vSphere Client URL into a new browser tab

Create HCX service Copy/Paste the vCenter Initial Username and vCenter Initial password to log in to vCenter

mesh

Click Menu in the vSphere client and select Host and Cluster
Right-click the Virtual Machine>HCX Actions> Migrate to HCX Target Site (Figure 55)

L

Workload migration

ConCI USIOn vSphere Client Menu v

] g8 9 & OCVS_Migration_VM & @ © | Actions v
A Maonitor Configure Permissions Datastores Networks Snapshots
e [ Actions - OCVS_Migration_VM
SWITCH TO NEW VIEW
Power >
Guest OS: Microsoft Windows Server 2008 R2 (64-bit) CPU USAGE
Guest OS > Compatibility: ~ ESXi 6.7 and later (VM version 14) D OH
VMware Tools: Running, version:11297 (Current) z
Snapshots >
MORE INFO m MEMORY USAGE
[ Open Remote Console DNS Name: WIN-AT34Q1S07Al 122 MB
IP Addresses:  172.17.31.150
(5 Migrate... VIEW ALL 2 IP ADDRESSES g STORAGE HSACE
SOLE
Host: sjc-esx-07.tshirts.inc 16.24 GB
Clone Lg @
ONSOLE
”»
F AN
Fault Tolerance > i
VM Policies >
e Notes P
Template 3
Compatibility >
A
Export System Logs...
Compute Cluster Custom Attributes A
(3 Edit Settings...
[ sic-esx-07.tshirts.inc Attribute Value
Move to folder...
L(fn sjc-mgmt-mgmt-1731
Rename...
[j comp-vsanDatastore
Edit Notes..
Tags & Custom Attributes »
Add Permission... A
No items to display
Alarms 4 Category Description Bt
Recent Tasks  Alarms v
Task Name v Target v Details ~  Initiator v Queued For v Start Time | v~ Completion Time v Server v
Query E] sjc-esx: comvmware.vsan.health 4ms 06/29/2021, 8:49:59 PM 06/29/2021, 8:49:59 PM sjc-vesa-0ltshirts.inc
VSAN >|
Query D sjc-esx: comvmware.vsan.health 4 ms 06/29/2021, 8:49:58 PM 06/29/2021, 8:49:59 PM sjc-vesa-Oltshirts.inc
Query D sjc-esx: Q All Site Recovery actions > |05 Migrate to HCX Target Site comvmware.vsan.health 3ms 06/29/2021, 8:49:57 PM 06/29/2021, 8:49:58 PM sjc-vesa-01ltshirts.inc
Quens [ sic-eex: . comvmware vsan health ams 0R/29/2071 R:49:57 PM 0AR/29/72021 R:49:57 PM sic-vesa-01tshirts inc
] HCX Actions *| ) Protect to HCX Target Site More Tasks

FIGURE 55. Migrate to HCX Target Site
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a. Expand Remote Site Connection and select the remote site (if you only have one site pairing,
this step is not required)

HCX: Migrate Virtual Machines

Remote Site Connection: [ Reverse Migration

w Select Connection

(7 Source hex-Ot-cloud / VC: veenter-meoe-ocvs-uswOl.sddc.sjc.oci.oraclecloud.com = Destination: (select)

_'-} hex-Ol-cloud / WV veenter-mooe-ocvs-uksOlsddc inr.oci.oraclecioud.com

) hex-Ot-cloud / VC: veenter-vsphere6Tupdated.sddc.ihr.oci.oraclecloud.com

~ Transfer and Placement:

1 {(Mandatory: Storage) [ (Migration Profie) v
ah Same format as source v {Optional: Switchover Schedule) o
> Switchover:
~ Extended Options:
Edit Extended Options
0 selected
VM for Migration Disk / Memory / vCPU Migration Info

No Virtual Machines

FIGURE 56. Remote Site Connection

b. A new window will appear.
« Select the VM to be migrated

c. Complete Mandatory Transfer and Placement and VM Migration mandatory fields at a minimum
and then select Validate. If validation is successful, you can proceed with the migration.

@ HCX: Migrate Virtual Machine X

0 Validation is Successful, You can proceed with Migration X

- [ Destination: hex-01-cloud / V/C: vcenter-mcoe-ocvs-uswO1.sddc.sjc.oci.oraclecloud.com
https://10.200.11.132

v Transfer and Placement:

%) Workload —4 [j vsanDatastore 4 Bulk Migration v
| Discovered virtual machine —4 ljj Thin Provision v (Optional: Switchover Schedule) O
> Switchover:
v Extended Options:
Edit Extended Options
VM for Migration Disk / Memory / vCPU Migration Info
m wv OCVS_Migration_VM O 40 GB 4GB/ 2vCPU
@ Workload —3 D vsanDatastore —4 Bulk Migration v
| Discovered virtual machine —4 ljj Thin Provision v (Optional: Switchover Schedule) O

[J Force Power-off VM
Edit Extended Options

> Network adapter 1 (sjc-mgmt-mgmt-1731) = VM Network —4

ﬂ I © VALIDATE I CLOSE

FIGURE 57. Migrate Virtual Machine

The virtual machine data is copied to the remote site. Once the data transfer is complete, the virtual
machine is powered off on the on-premises environment and moved into a folder named ‘VMs
migrated to cloud.” The virtual machine is then added into the inventory of the Oracle Cloud VMware
Solution software-defined datacenter and powered on if it was powered on before the migration has
been initiated.

vm vSphere Client Menu v C) rch in all environments (’:‘j @ v jason@TSHIRTS.INC v

HCX
 pashboard Migration
Infrastructure v

‘

&b Interconnect

Services v

@ Network Extension

~ @ sjc-vesa-Oltshirts.inc - vecenter-mcoe-ocvs-uswO1.sddc.sjc.oci.oraclecloud.com
“D Disaster Recovery

System N 0w 0OCVS_Migration_VM 40 GB 4GB/ 2 () Migration Complete 9:17 PM CDT 9:48 PM CDT s2min  Migration completed
¥ jason@TSHIRTS.ING Jun29 Jun29
o e i
ct Administration Destination Resource Pool : () Workload Datastore : & vsanDatastore Migration ID : 85d63e20-ebcd-4cf6-90db-bec4015ab14a
@ Support Destination Datacenter : oci-w01dc Disk Format : (& Thin Provision Migration Group ID : e80117ae-0c00-4d1c-84b8-01f683cef116

Destination Folder : =] Migration Profile : | & Bulk Migration

Riscovereditiritialimachins Maintenance Window : E] Not Scheduled

Migration Options : (_ Retain Mac
C EVENTS  (Show previous 34 events)

& sjc-mgmt-mgmt-1731 > & VM Network 1 min ago +27m  Disabling replication on source VM
37 sec ago +28m  Removing Replication config on source side IX appliance
21 sec ago +28m  Clearing up replication transfer source side completed

FIGURE 58. Migration complete
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Network extension

Before attempting a vMotion of an on-premises virtual machine to the Oracle Cloud VMware Solution
SDDC, an extension of the on-premises Network the virtual machine is connected should be
completed. An HCX Network Extension, also known as a stretched Layer 2 network, allows extending
virtual machine networks to a VMware HCX-enabled remote site. Virtual machines migrated or
created on the extended segment at the remote site are on the same Layer 2 network as virtual
machines placed on the origin network.

Creating the network extension is a straightforward process performed via the HCX interface.

1. Click Menu in the vSphere client and select HCX

vm vSphere Client Menu v Q searct

N\

8 @ G Home ctri+alt+home  ration_VM-1625021193284 2
— 4% Shortcuts ctrl + alt +1
r Configure Permissions Datastores Ne
Hosts and Clusters ctrl + alt + 2
VMs and Templates ctrl+alt + 3
B Storage ctrl + alt + 4
© Networking ctri+alt+5 Lo
[ Content Libraries ctrl + alt + 6

©

% Workload Management ctrl + alt + 7

[ Global Inventory Lists ~ ctrl + alt + 8

[ Policies and Profiles
& Auto Deploy
& Hybrid Cloud Services

<|> Developer Center

& Administration

Tasks
0@ Events
¢’ Tags & Custom Attributes

[® vRealize Operations

'—ij Networking and Security
> Management Cluster {» DRaaS
> [ 172.17.31.120 @ Site Recovery

I @ HCx

Recent Tasks Alarms

FIGURE 59. Select HCX in vSphere Client

2. In the Services Section on the left, Select Network Extension

3. In the Network Extension Window, Select Extend Networks

vm vSphere Client Menu Q search in all environmer ©) jason@TSHIRTS.INC v

HCX

 Dashboard Network Extension

Infrastructure v

&’ site Pairing

+EXTEND NETWORKS ~ C REFRESH [7 OPEN IN TAB
&% Interconnect
Carvices . v [ sic-hcxm-Ot.tshirts.inc - (@ hex-01-cloud Extensions: ()
Service Mesh: OCVS-Interconnect-1 +EXTEND NETWORKS
2 Migration

“ Disaster Recovery
System v
Sa Administration

@ Support

FIGURE 60. Network extension

a. Select the Network to be extended

b. Click Next

c. Enter Gateway IP Address for Network
d. Click Submit

vm vSphere Client Menu Q, search in all environments & () v | jason@TSHIRTS.INC v

HCX
&) pastisonrd Network Extension
& site Pairing
+EXTEND NETWORKS ~ C REFRESH 7 OPEN IN TAB
S Interconnect
. v sjc-hcxm-01l.tshirts.inc cx-01-clous xtensions:
Saiices - jc-hcxm-Ol.tshirts.inc - (@ hcx-O1-cloud Extensi
Network Extension Service Mesh: OCVS-Interconnect-1 +EXTEND NETWORKS
@D Migration
“D Disaster Recovery 1 1 1
System ¥ Extended Networks Extension Appliances Network Container
Sa Administration Source Network Source VNI/VLAN ID Source Network Container Gateway IP Address Extension Appliance Status
@ Support > Test-Overlay-1 69632 nsx-overlay-transportzone 192.168.2.1/24 OCVS-Interconnect-1-NE-I1 @ Extension complete
1 extension
| | |

FIGURE 61. Network extension
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With the Extended Network in place, the virtual machine to be vMotion to the Oracle Cloud VMware
Solution SDDC can be moved. The steps are very similar to Bulk Migration. When selecting the
migration profile, select “vMotion,” and the destination network for the virtual machine should be the
extended Network.

“ HCX: Migrate Virtual Machine X

0 Validation is Successful, You can proceed with Migration X
/e — o m et mam e —ee—eiis -y soom e o

- [ Destination: hex-01-cloud / VC: vcenter-mcoe-ocvs-uswO1.sddc.sjc.oci.oraclecloud.com

https://10.200.11.132

v Transfer and Placement:

%) Workload —4 D vsanDatastore —4 vMotion v
Bl Discovered virtual machine —4 ljj Thin Provision v (Optional: Switchover Schedule) O
> Switchover:
v Extended Options:
Edit Extended Options
VM for Migration Disk / Memory / vCPU Migration Info
m‘ v OCVS_Migration_VM O 40 GB 4GB/ 2vCPU
%) Workload 4 [j vsanDatastore —4 vMotion v
[ Discovered virtual machine 2 & Thin Provision v

Edit Extended Options

> Network adapter 1 (Test-Overlay-1) = L2E_Test-Overlay-1-69632-3e81241b I —2

© VALIDATE CLOSE

FIGURE 62. HCX: Migrate Virtual Machine

vMotion

Once the Migration plan has been validated, you can begin the replication. After some time, you will
start to see the virtual machine being vMotioned into our Oracle

Cloud VMware Solution software-defined datacenter.
HELPFUL NOTE

Now that HCX is configured correctly, you can migrate workloads Consult the HCX Configuration
to and from your Oracle Cloud VMware Solution software-defined Limits documentation for
datacenter as necessary. migration limitations.

vm vSphere Client

HCX
@ Dashboard Migration
infastructure Ol - = me—— |
o o s
¢’ Site Pairing - T
do Interconnect
o Ov OCVS_Migration VM [ Motion J 40GB 4GB/ 2 () Migration Complete 7:44 Am CDT 7:50 AM CDT 6min Migration completed
ervices e jason@TSHIRTS.ING Jun30 Jun30
& :
Network Extension Destination Resource Pool : (2 Workload Datastore : 5 vsanDatastore Migration ID : 9c61e474-ab14-4941-86a6-06715b7172d5
g
Destination Datacenter : E oci-wo1dc Disk Format : (& Thin Provision Migration Group ID : e1d570d3-eebe-486¢-8eef-c468893e9db4
) Disaster Recovery Destination Folder : [ Discovered virtual machine Migration Profile : & vMotion
Maintenance Window : [:£] Not Scheduled
system v Migration Optons’
S Administration C EVENTS
O Test-Overlay-1 > ¢ L2E Test-Overlay-1-69632-3e81241b )
© support Switchover Events:
36 sec ago Start  Collecting source details
ah OCVS_Migration_VM 40 GB 4GB/ 2 @ Migration Complete 9:17 PM CODT 9:48 PM CDT 32min  Migration completed
JaSON@TSHIRTS.ING Jun 29 Jun 29

FIGURE 63. vMotion migration
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Conclusion

Oracle Cloud VMware Solution accelerates and simplifies an organization’s move to the Cloud,
allowing the organization to embrace improved agility, scalability, and resiliency.

This eBook is the first step in the journey to Oracle Cloud with Oracle VMware Cloud Solution.
To learn more about the solution, please visit our Oracle Cloud VMware Solution website or
contact one of VMware’s Cloud Experts at OCVSsales@vmware.com
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